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ABSTRACT

Al drawing tools set off a revolutionary trend in the field of image creation.
However, no clear and appropriate evaluation standard to rank Al graphics in fashion
exists. In addition, most fashion industry insiders have never used Al tools before. This
research aims to evaluate whether Al-generated images could satisfy fashion designer’s
needs by comparing automatic and human evaluations, and see if there is a need to create
a new evaluation method. Therefore, in the first part, Al-generated fashion datasets with 25
images using Leonardo Al were created, and a survey was conducted to check how the
experts ranked the Al images. Automatic evaluation methods, such as FID and Clip scores
of each picture were measured to observe the correlation with human evaluation. The result
showed that the correlation coefficient between expert and FID scores is only 0.30, while
the correlation coefficient between expert and CLIP scores is 0.05. In other words, human
evaluation and automatic evaluation are not so related and both have insufficiencies.
Automatic evaluation is unable to provide judgments on fashion and aesthetics. The
evaluations of different experts vary greatly due to the subjective consciousness and cannot
provide fair and objective standards. Thus, it is necessary to create a new evaluation method

that can evaluate the generated image in both fashion and Al aspects.

(4)



In the second part, based on the conclusion of the first part, it is necessary to
create a new evaluation with the general public aspect. Therefore, the research
addresses these issues by (1) creating a dataset of Al-generated fashion images labeled
with customer rankings and (2) establishing a new evaluation method from the
perspectives of the general public and the market. Two CNN models were trained: one
for regression predicting continuous aesthetic scores and another for classification
categorizing images into discrete rating intervals. Performance evaluation revealed that
the regression model constrained by clip techniques maintained the original distribution
of data, while the classification model provided a benchmark for design indicators. The
study concludes that addressing data imbalance and applying augmentation techniques
yielded significant results. Specifically, the regression model achieved an RMSE of

0.866 while the classification model attained an accuracy of 93%.

Keywords: Generative Al, Fashion Design, Al Evaluation Method, Convolutional

Neural Network, Classification, Regression
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CHAPTER 1

INTRODUCTION

1.1 Background and Importance of the Research Problem

As times have progressed, fashion designers have encountered numerous
significant challenges. One major challenge is the pressure from fast fashion, which
requires designers to release multiple collections within short periods, potentially
compromising the quality and creativity of their designs. Statistical data from fashion
websites indicates that clothing production doubled in the first fifteen years of the 21st
century. Additionally, since 2000, European fashion brands have increased their new
collections from just two per year to as many as 24 (Fashion Discounts, 2023). This
suggests that designers are struggling to produce enough creative ideas to meet market
demands. The advent of innovative production and distribution methods has also
compressed fashion cycles, reducing the design period from months to mere weeks. The
number of fashion seasons each year has surged from two to potentially 50-100 micro-
seasons, as illustrated in Figure 1.1 (Drew & Yehounme, 2017). These developments imply
that designers are grappling not only with an increased volume of designs but also with

intense time constraints.
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Figure 1.1 The decreasing fashion design cycle



Real image Al generated image

Figure 1.2 The comparison of real images and Al-generated image

Fortunately, the rapid advancement of artificial intelligence has led to
significant progress in image-generative Al. Integrating technology with traditional
fashion appears to be the clear solution to this challenge. According to Market.us, the
market size of generative Al in fashion is expected to grow from 69 million USD in
2022 to 1481 million USD in 2023 (Maket.us, 2024). Currently, extensive research is
focused on leveraging deep learning and generative models for image synthesis,
providing a robust tool for creating fashion images (Yan et al., 2022). The most notable
advancement in generative Al is the development of Generative Adversarial Networks
(GANSs), which excel in tasks such as image generation and semantic segmentation.
Figure 1.2 shows examples of images generated by the GAN model.

There are many examples of using generative Al in fashion design. For the
Spring/Summer 2024 collections, fashion houses Heliot Emil and Collina Strada drew
inspiration from this area. Both input pictures of earlier iterations into a generative Al
tool to generate fresh designs that could be improved upon (BoF, 2023).



However, despite the increasing use of generative Al in the fashion industry,
current evaluation methods have not yet been proven sufficient for assessing the
performance of Al-generated images. Furthermore, without an appropriate evaluation
method, it is challenging to determine if an image-generative Al tool can effectively
assist designers in completing fashion designs. Therefore, it is crucial to identify any
shortcomings in existing evaluation methods.

Typically, several methods are commonly used to evaluate the performance of
generated images. However, these evaluation methods for generative Al often focus on
assessing whether the images appear realistic or unique, or if the prompt description
matches the image using machine learning. Consequently, it is difficult to determine if
the results are valuable from a fashion perspective. Additionally, human evaluation also
involves certain uncertainties, making it unclear whether human judgment can provide

an objective standard.
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Figure 1.3 Adoption of generative Al in the workplace

On the other hand, generative Al in fashion design is still in the experimental
stage in most related enterprises. Figure 1.3 shows that most of the companies still use
generative Al experimentally. Due to the instability of Al generation or the lack of

algorithms, the output design is unpredictable and may not meet the standards. The



target audience of fashion design is ultimately humans rather than Al, so it is difficult
to know if Al-generated fashion designs meet human aesthetic standards and market
demand. After the Al fashion design is generated, there is still a lack of an evaluation
method to confirm whether the design has market value and human aesthetic from the
consumer's point of view (BoF, 2023). Therefore, it is necessary to validate whether the
existing evaluation methods (human evaluation and Al evaluation), are suitable for
evaluating Al fashion pictures. Moreover, if the existing evaluation methods are
unsuitable, we will try to establish a new evaluation method for the performance of Al-

generated fashion design.

1.2 Research Objective

1.2.1 To create the dataset in the Al fashion domain

1.2.2 To compare the existing evaluation methods with the human evaluation
based on an established dataset.

1.2.3 To establish a new evaluation method for fashion Al images with general

public aspect and market value

1.3 The Importance of Research

This study will greatly help the development of fashion Al and fashion product
market assessment in the future. Existing Al image evaluation methods and human
judgment have not proven effective in evaluating Al fashion, so finding out the
correlation between Al and human evaluation is crucial to understand if they can both
evaluate with the same evaluation direction and provide a comprehensive and
persuasive judgment. If the existing methods cannot fully meet the required factors for
evaluating fashion Al, creating new evaluation methods that combine customer aspects
and human aesthetics can provide a marketing reference value, and also assist designers
and design companies in the early prediction and evaluation of the adaptability of Al-

generated products in the market.



1.4 Research Question

This study aims to answer these research questions as follows:

1.4.1 Isthere a correlation between Al evaluation and human evaluation? What
are the Fashion designers’ and industry insiders’ views on using Al?

1.4.2 If the existing evaluation cannot evaluate Al fashion images, how to

establish a new evaluation method for fashion Al images?

1.5 Scopes of Research

This research investigates the application of generative Al in fashion design by
surveying five fashion experts in the industry and using existing Al image evaluation
on 25 Al fashion images.

To create a new evaluation method, approximately 1200 images and customer
scores collected from fashion websites will be used to train the two CNN models. The

classification model will be separated into five classes.

1.6 Expected Result

The expected results aim to contribute to the advancement of fashion Al by
addressing evaluation challenges, providing valuable insights into the correlation
between Al and human assessments, and offering a novel hybrid evaluation approach
that aligns with both Al capabilities and human aesthetic considerations. The expected
results will include dataset creation, comparative evaluation (correlation analysis
results), industry perspectives, and the development of a new evaluation method. Below

are the anticipated outcomes and measurement criteria.

1.6.1 Establishment of Fashion Al-Generated Image Dataset
Anticipated Outcome: Successfully use the GAN-based tool, Leonardo Al to
create an Al-generated image dataset in the fashion domain. The dataset for comparing

existing evaluation methods was created requiring the trending key work. The dataset



for training the new evaluation method was created based on the real-time design of a
fashion website annotated with customer ranking.

Measurement Criteria: Dataset size, diversity, and relevance to fashion aesthetics.

1.6.2 Comparative Evaluation of Existing Methods

Anticipated Outcome: A thorough comparison between currently available
evaluation methods (Al and human) to assess the results of the established dataset.

Measurement Criteria: Correlation analysis between Al and human evaluations,

identifying strengths and limitations of each method.

1.6.3 Development of a New Evaluation Method

Anticipated Outcome: Establish a new evaluation framework that integrates Al
capabilities and human aesthetic considerations to ensure Al-generated fashion designs
meet market and aesthetic standards.

Measurement Criteria: Design and implement the evaluation system with
trustworthy accuracy, ensuring a balanced consideration of human aesthetics and Al-

based assessments.



CHAPTER 2

LITERATURE REVIEW

2.1 Theoretical Reviews

The study is a discussion on cross-curricular learning that combines the
traditional fashion industry and artificial intelligence, therefore, Basic theoretical
backgrounds in both fields can provide a useful reference. The literature review
comprehensively covers the framework of all the fundamental theories of this study and
provides relevant arguments and supporting evidence, such as data collection, model
use, experimental evaluation methods, etc. The directions of previous related research
can be mainly divided into several areas: Application of Al-generated images in fashion
and evaluation method of Al images, CNN model, and aesthetic evaluation using

classification and regression.

2.1.1 GAN’s Rise and Development

The field of artificial intelligence has been consistently redefined by pioneering
advancements., particularly the introduction of Generative Adversarial Networks
(GANSs), which have captivated researchers and implementers alike. Introduced by lan
Goodfellow and his colleagues in 2014, GANSs represent a significant advancement in
generative modeling. A GAN model consists of two neural network sub-models: the
generator, which creates new examples, and the discriminator, which attempts to
distinguish between real and fake examples. The adversarial interplay between these
components has led to a robust technique for producing highly convincing and
contextually coherent data. GANs are particularly remarkable for their capacity to
generate images, audio, video, and text that closely mimic human-created content,
exceeding traditional expectations for machine-generated output (“Generative
Adversarial Network”, 2023).



Through continued research, more versatile and powerful GAN models have
been developed by optimizing and adjusting parameters. Examples include CycleGAN
and StyleGAN, among other specialized GANSs designed for various purposes (Das,
2023).

Beyond their technical sophistication, GANs have had a transformative impact
on numerous industries and creative fields. In the realm of art, Mario Klingemann is
a trailblazer who uses GANSs to create artwork. His work often features “style transfer,”
which merges the style of one piece of art with the content of another, resulting in
innovative and unique designs. Klingemann has used GANSs to produce not only images
but also animations, interactive installations, and generative music. Furthermore, GANs
are extensively employed in synthetic media to generate new images, videos, and audio.
For example, NVIDIA has used GANSs to create realistic images of human characters,
animals, and landscapes for use in video games, movies, and other digital media
(Panopticon, 2023).

2.1.2 Al Drawing Tools

Amid the global surge in Al technology, Al-driven drawing has become
a prominent topic. New Al tools leveraging GANSs are frequently introduced, including
DALL-E, Midjourney, and Stable Diffusion. Figure 2.1 illustrates the structure of
a GAN-based tool. Despite their computational and application capabilities, many of
these tools lack user-friendly control interfaces, making them challenging for
beginners. Leonardo.Al stands out among Al drawing tools for its user-friendliness,
being based on the open-source Stable Diffusion. It offers a clear web user interface
(UI) that allows users to bypass complex coding and utilize functions directly from the
webpage. The most crucial aspect of Al drawing is crafting a precise prompt for text-
to-image functionality. Leonardo.Al also allows for the use of pre-existing models to
generate images or perform calculations by uploading reference images (Image-to-
Image). A prompt generator is available to assist those unfamiliar with prompt writing.
These features make it easier to produce images that meet user expectations
(Leonardo.ai., 2023; Azza, 2023). Given these advantages, Leonardo.Al will be

employed as the tool for the experiment.
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Figure 2.1 Overview of stable diffusion

2.1.3 Fashion Design Process
Generally speaking, it must go through several stages before the adoption of a

fashion design is finalized, requiring an understanding of the design process model. As
illustrated in Figure 2.2, this process covers every step from conceptualization to the
completion of production. We have organized a flowchart with a more generalized

design process to explain how the entire industry operates (Smith, 2022).
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Fashion Design Workflow

* Mood Board * Fashion ¢ Technical
* |deation Illustration Sketches
* Inspiration * Sketches

¢ Sampling

* Fit & Review * Design * Production
Approval

Figure 2.2 Workflow of the design process

1. The first step is for designers to obtain inspiration through a series of
trends and market research, and compile all the information into emotion boards to
facilitate organized ideas and inspirations.

2. Then, according to the emotional board completed in step 1, the designer
will start to outline your clothing creativity and narrow the scope of the final design by
using sketches.

3. After the designer has a rough idea of the design, the next step will be
creating a technical sketch that reflects the correct construction of the garment by using
CAD (computer-aided design).

4. Once the technical sketch is complete, it will be used to create a Tech
pack for the garment. the silhouette and design in the technical sketch will also be
determined as construction details and specs and sent to factories and raw material
suppliers.

5. After the factories and raw material suppliers know your needs, the
designer can source the different elements of the design such as manufacturing
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(where the product is assembled), trims (supplier), fabrics (supplier), and even labels
and packaging.

6. After confirming the materials and manufacturing factory, the sample
stage can begin. The factory will conduct sampling based on your technical package
specifications, fabric, and decoration, and the purpose of sampling is to inspect whether
there are any problems or parts that need to be adjusted in the design after actual
production.

7. Generally speaking, there will be many rounds of sampling, the designer
needs to review the sample and adjust the tech pack until it reaches the standard of
mass- production.

8. To reach the final step: mass production, you will need to ask the
supervisor to examine all the tech packs to make sure every information and detail is
correct, and the design is being approved by the top development team.

9. After completing all the above steps, the factory and suppliers can start
to proceed with the mass production of goods.

The Al generative tool aims to take is assume to improve and simplify the first
three steps, including the inspiration, fashion illustration and sketches. But in the
research, what we want to discuss is the Al fashion evaluation method, which more

focus on optimizing the review and design approval.

2.1.4 Evaluate Method for Al-generated Image

The two main criteria for checking the performance of Al-generated images
encompass image quality (reflecting photorealism or fidelity), and text-image
alignment (how accurately the generated images correspond to text semantics).
Inception Score (IS), Frechet Inception Distance (FID), and CLIP Score serve as key
metrics in evaluating these aspects.

Inception Score (IS) serves as an automated metric for assessing the
performance of Al-generated models. This score is devised considering two crucial
factors: image quality and diversity. A higher Inception Score indicates that the
generated images exhibit both high quality and diversity in their features (Heusel et al.,
2017).
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Frechet Inception Distance (FID) is another widely used metric to evaluate
image quality. FID calculates the distance between feature vectors between real and Al-
generated images. It provides a quantitative measure of how similar the statistics of
computer vision features are between real and Al-generated images. Lower FID scores
indicate greater similarity, with a perfect score of 0.0 signifying identical statistics
between the two groups of images. Below is the formula for the FID score (Shena et
al., 2022).

FID = |lpr — pgl* + T (8 + 84 = 2(%,59)"%) (9

Addressing text-image alignment, the CLIP Score stands out as a prevalent text-
to-image similarity metric. The CLIP Score evaluates the correlation between a
generated caption for an image and the textual content that describes the image. A
higher CLIP Score indicates a more accurate alignment between the generated captions
and the actual content of the image. To derive a CLIP score, the similarity between an
image and a corresponding text description is assessed within a shared embedding
space. Cosine similarity, a metric used to quantify the cosine of the angle between two
vectors in a multidimensional space, is employed to gauge this similarity. The cosine
similarity scale ranges from -1 to 1: a score of +1 signifies identical vectors, 0 indicates
orthogonality, and -1 implies opposition between the vectors (Uni Matrix Zero, 2023).
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Figure 2.3 The structure of clip score

Some studies suggest that existing evaluation metrics may not adequately
capture human perception, particularly in assessing the performance of cutting-edge
generation models like FID and Clip Score. Therefore, the study will not only examine
the automated evaluation metrics but also incorporate manual evaluations to enhance
the reliability of conclusions (Zhang et al., 2023; Otani et al., 2023; CLIP score, n.d.).

2.1.5 Supervised Learning for Image Classification

Supervised learning-based classification is a prominent machine learning
approach employed for predicting future outcomes. This methodology involves
learning from various features or variables by establishing a function that maps
independent variables to dependent variables. The labeled data, or the model’s output,
can be categorical, addressing classification problems, or numeric, tackling regression
problems. In the context of this study, which centers around fashion styles a categorical
data domain, the focus is on classification models. Specifically, two classification
models have been implemented, including ensemble models: a choice between a
random forest model or a gradient boosting model, and a convolutional neural network

(CNN) model. The utilization of these models aims to effectively capture and
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comprehend intricate patterns within the categorical fashion style data, thereby

enhancing predictive accuracy (Woottisart et al., 2022).

2.1.6 Convolutional Neural Network (CNN)

A Convolutional Neural Network (CNN) is a type of artificial neural network
specifically designed for processing and analyzing structured grid data, such as images.
CNNs have proven to be highly effective in tasks related to computer vision, including
image classification, object detection, and image recognition. The key feature of CNNs
is the use of convolutional layers, which are responsible for capturing local patterns and
spatial hierarchies in the input data. CNNs excel in capturing hierarchical features and
are well-suited for tasks involving grid-structured data like images, making them a
fundamental technology in computer vision applications. Figure 2.4 shows the structure
of CNN (Dshahid380, 2019).
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Figure 2.4 Example of CNN architecture
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2.2 Related Studies

2.2.1 Human Evaluation and Al Evaluation

Several studies are exploring the correlation between the automated evaluation
of Al-generated images and human evaluation, Otani et al. (2023) mention that the
effectiveness of validating text-to-image generation models depends on key elements
of human evaluation, and considering the complexity of this cognitive process,

a profound understanding of text and visual content is required. However, the recent 37
papers have revealed acommon trend that many works either rely entirely on automated
indicators such as FID or conduct poorly defined human evaluations, lacking reliability
and repeatability. In light of the considerations, researchers have proposed

a comprehensive and precisely outlined human assessment plan aimed at enhancing the
verifiability and reproducibility of human assessments in future research. The
experimental results emphasize that the current automatic evaluation methods have
shortcomings in maintaining consistency with human perceptual judgments when
evaluating the effectiveness of text-to-image generation results.

Moreover, Marin et al. (2020) also provide an overview of the most commonly
used qualitative and quantitative evaluation measures for assessing the quality of
generated images and the learned representations of adversarial networks. Through
empirical comparisons in the context of human face image synthesis, the study
demonstrates that the evaluation scores of two widely accepted quantitative metrics,
Inception Score (1S) and Frechet Inception Distance (FID), are not correlated. IS score
is deemed inappropriate as an evaluation metric for specific problems, while FID
exhibits good performance that aligns well with visual inspections of generated samples.
Qualitative evaluation serves as a complement to quantitative assessment, offering
deeper insights into the learned data representations and facilitating the detection of
potential overfitting phenomena. Therefore, this study chooses FID as the evaluation

standard of Al picture quality.
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2.2.2 CNN Classification in Fashion

Convolutional Neural Networks (CNNs) are widely utilized in image
processing tasks, including recognition, detection, and classification, due to their
exceptional performance. They excel in learning hierarchical features like edges,
textures, and shapes, making them adept at recognizing objects within images.
Consequently, CNNs are frequently employed in artificial intelligence applications,
particularly in image classification tasks. In image classification, CNNs analyze input
images and assign them to specific labels or categories based on learned patterns from
labeled data. Their ability to automatically extract relevant spatial features from images
makes them highly effective for this purpose (Sharma, 2024; “Example of a CNN for
image classification”, n.d.).

Given the emphasis of this study on fashion design, the following are additional
studies on the use of CNN classification models in related fields. Reference (Gh, 2019)
discusses the application of deep learning, particularly CNNs, in the fashion industry
for apparel image classification to solve the difficulties due to various apparel
categories and the lack of labeled image data for each category. Their methodology
involves pre-training the GoogLeNet architecture on the ImageNet dataset and fine-
tuning it on a fine-grained fashion dataset (Seo & Shin, 2018).

Xuan et al. (2021) involves designing eight CNN models based on transfer
learning and convolutional neural networks, training them on the Street-FashionData
dataset, and grouping them into three categories with specific design variations to
improve clothing image classification accuracy. Transfer learning is used to apply

knowledge gained from one problem to another related problem.

2.2.3 Classification in Aesthetic Evaluation

However, the above research only focuses on image classification of clothing
types by category and mainly focuses on object detection, which cannot meet the
research objectives. Therefore, it is crucial to use the CNN classification model and
image corresponding labels to enable the model to learn human aesthetic scores for
images. Many studies have been related to this, the vast majority of cases focus on the
aesthetic of artistic works or photography. Although the application fields are different,

their research methods still have certain reference values (Areeb et al., 2021).
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In further exploration, we get the example from Zhang et al. (2023) who put
forward the synergetic assessment of image quality and aesthetics to better understand
human subjective preferences for digital images. The research proposed a two-stream
learning network to simultaneously evaluate both the quality and aesthetic aspects of
images. This network adopts a top-down perception mechanism, learning from finely-
grained details and holistic image layout at the same time. Several researchers apply
the CNN model for image aesthetics prediction. In other words, by training a
Convolutional Neural Network (CNN) model, obtain human-evaluated results without
any human intervention.

Areeb et al. (2021) discuss the use of Al techniques for assessing visual
aesthetics in digital art posters. They highlight the challenges of categorizing images
based on aesthetic appeal and the limitations of Al models compared to human artists.
Their methodology involved training a Convolutional Neural Network (CNN) on a self-
assembled dataset of digital art posters to categorize them as having low or high
aesthetic value, achieving 89% accuracy. This demonstrates that CNNs can effectively
classify posters in binary classification scenarios based on learned labels and extracted
features. However, it remains unproven whether CNNs can maintain accuracy with

multi-class classification or continuous labels, presenting a research gap to explore.

2.2.4 Regression in Aesthetic Evaluation

Another research focuses on using Convolutional Neural Networks (CNNs) for
image aesthetics prediction (Kao et al., 2015) interpret aesthetic quality assessment as
a regression problem, and they apply the convolutional network to learn the features.
Subsequently, train a regression model using these aesthetic features. Due to the
extremely unbalanced distribution of the aesthetic scores on this dataset, the prediction
capability of existing methods is limited. Jin et al. (2016) overcome the limitation by
introducing the use of weighted CNNs for image aesthetics prediction, present
regression, and histogram prediction models to improve accuracy and estimate
assessment difficulty, and demonstrate an image enhancement application. The
research claims that they approach aesthetic quality assessment as a regression problem
for two main reasons. First, regression models closely resemble how the human visual

system processes aesthetic quality. A classification model can only predict aesthetic
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class (high or low), whereas a regression model can quantify the degree of aesthetic
quality, similar to the human visual system. Second, the distribution of the features
learned by convolutional networks may enhance the solvability of the regression
problem.

Previous studies have predominantly applied classification models under the
assumption that they can only handle binary classes. This research, however, aims to
explore the use of multiple classes for aesthetic assessment. Additionally, prior research
has not focused on evaluating Al-generated fashion design images. Therefore, this
study attempts to train a model using Al-generated images to develop an assessment

method, thereby providing new insights into this field.



CHAPTER 3

METHODOLOGY

3.1 Overall Methodology
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Figure 3.1 Methodological framework
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This study is divided into two parts according to the objective. The first part is
a comparison between human experts’ evaluation and automatic evaluation. The scores
from the experts represent the human evaluation while the FID score and Clip score
represent the existing Al evaluation. This part aims to verify if both methods possess
human and automated evaluation perspectives by confirming the correlation between
the two to understand whether these two evaluation methods, one focused on fashion
and the other on Al images, can effectively assess Al-generated fashion designs.
However, if the validation results show a low correlation between the two, a second
part is needed, which is to provide a more effective evaluation method specifically for
Al-generated fashion. In the second part, we will apply CNN classification and

regression model to create a new evaluation method.

3.2 Methodology for Comparing the Existing Evaluation Method

Caollect keyword and —Jv
create prompt

Jv Design the survey
and criteria

Create the fashion

images by using J,
Leonardao Al

Conduct a survey for
J. the experts

Calculate FID score J'
and Clip score Get the score and
feedback from the
experts

h

Check the correlation
coefficient and
feedback

End

Figure 3.2 Methodology of comparing the existing evaluation method
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3.2.1 Image Generation

The Al image-generated tool used in this research is Leonardo. Al. This
platform offers an exceptionally intuitive interface, allowing users to input prompts
(text descriptions) for desired outputs, upload reference images, and adjust the balance
between textual and visual inputs. As a result, it can generate diverse and adaptable
image outputs.

The prompts used to generate images are derived from four key factors within
the fashion design process: contemporary fashion trends, emerging future fashion
trends, material and detailing, and garment patterns. Keywords for future fashion trends
are sourced from fashion trend forecasts for 2024 across multiple fashion websites.

Establishing clear regulations for prompt creation ensures that the generated
outputs are comprehensive and prevents the result from being affected by intuition or
subjective biases.

Table 3.1 shows how the keywords become prompts to generate images, and
examples of generated images and the corresponding prompts by using Leonardo Al

are shown in Figure 3.3

A beige pleated suit a skirt with a graffiti style rose |A zebra patterned printed mini dress
trousers with a small plaid |pattern and silk texture with a delicate lace trim and a ruffled
pattern, crafted from hemline. silk texture.

luxurious silk material,
cropped to a slim fit with a
full leg photo.

Figure 3.3 Generated image and prompt
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Table 3.1 Example of prompt

Example of generating prompts

Keywords Using prompt generator

fashion forecast ex. Y2K style, pink, ex.

vintage 1. A navy t-shirt with a pocket on the
Current fashion ex., wide trouser, right side, made of heavy-weight

glittering, outdoor cotton fabric, with a relaxed fit.
pattern ex. loose fit, cropped, 2. A light pink crop-top long-sleeve

long sleeve shirt, rendered in a Y2K style and
material ex. linen, silk, made of linen material.

functional material,
water repellent

vibe ex. Sexy, Sporty, Cute

3.2.2 Survey Design

This study obtained the attributes of each product image by referring to the
relevant fashion categories on Style.com. However, due to the website's overly detailed
classification, eight broader fashion-related categories were adopted to ensure the
diversity and independence of population data (Farfetch, n.d.). In addition, three images
were selected for each category to ensure an even distribution of the survey, provide
sufficient data for the evaluation of each category, and get more balanced results.

This survey targets experts who work in the fashion industry at least five years,
which including designer and product planners, aiming to analyze the evaluations of
Al-generated images by industry professionals. Prompts and the corresponding design
images will be shown in the survey. Respondents will rank various image attributes
based on seven criteria derived from keywords extracted from searches on “criteria for
judging the quality of fashion design,” as outlined below, and the score will range from
1 to 5. Before the participants start the questionnaire, the complete process of using Al
tools to generate images and the detailed definition of each criterion will be introduced
at the beginning of the questionnaire to clearly define the evaluation criteria and avoid

confusion or bias among the participants.
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1. Accuracy: Do the generated- images match the description of the prompt?

2. Creativity: How innovative and unique is the design? Does it include
novel elements, unusual combinations, and eye-catching visual effects?

3. Popularity: Does the design align with current or future fashion trends,
including popular colors, shapes, materials, and styles?

4. Detail and Pattern: How well are the details and patterns represented in
the generated image, such as stitching, accessories, and patterns?

5. Material Choice: How would you evaluate the quality of material
generation and rendering effect?

6. Practicality: Can the generated pictures assist in subsequent designs?

7. Production Feasibility: How feasible is it that the design in the picture

could be produced in reality?

Mustard yellow T-shirt with a pocket on the left, made of B i3 mass -
breathable cotton fabric, featuring outdoor or camping
style patterns, loose fit.

5 W

1+ Accuracy X 1 X
2= Creativity X 2 X
3+ Popularity X 3 X
4 ¢ Detail and Pattern X 4 X
5+ Material choice X 5 X
6« Practicality X i |

7 Production feasibility X

Figure 3.4 Example of the survey
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The inclusion of accuracy and practicality in the standards is mainly to verify
the efficiency of applying Al tools in real work environments, ensuring the
effectiveness of the evaluation method for assessing Al performance.

Despite scoring images, the survey includes two open-ended questions at the
bottom to gather the perspectives of fashion professionals on the prospects and views

of using Al in their work.

3.2.3 Al-generated Evaluation

Clip and FID scores will be computed as Al ranking using PyTorch to compare
with human rankings of Al-generated images. Clip scores will be derived by preparing
generated images and corresponding prompt text to obtain output scores. On the other
hand, the DeepFashion dataset (Liu et al., 2016), a real-world fashion dataset, will be
used to calculate the distance of feature vectors with Al-generated images to obtain the
FID scores. Both Al-generated and real images will undergo preprocessing to align with

the Inception V3 model, crucial for FID feature categorization.

3.2.4 Result Analysis

After the data of the FID score, Clip score, and expert score are collected, We
will examine the correlation coefficient between each evaluation method to analyze
whether they have mutual influence and whether there are correlation behind the
numbers., which is a statistical measure of the strength of a linear relationship between
two variables (Fernando, n.d.). Additionally, responses to open-ended questions are
summarized and concluded as current designers’ perceptions and perspectives toward

using Al.
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Figure 3.5 Methodology of creating a new evaluation method

3.3.1 Data Collection

25

Three types of data are needed for the study: product images, product

descriptions, and scores. The images and product descriptions serve as reference images

and prompts used to create similar fashion Al images. The scores represent the labels

of the pictures

Three types of data were essential for this study: product images, product

descriptions, and scores. These components served as references and prompts for

generating similar fashion Al images, with scores representing picture labels. Despite

extensive searches, existing datasets did not combine fashion images with customer

ratings, and can’t meet the research requirements. Consequently, we resorted to web

scraping fashion e-commerce websites for data collection. Shein was selected due to
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several reasons: (1) Most websites lacked customer ranking scores. (2) Even when
available, insufficient customer comments and rankings compromised score credibility.
(3) Some websites prohibited web scraping. Given these constraints, Shein emerged as
the optimal choice, offering a wide product range and necessary ranking scores.

Web Scraper, a Google Chrome extension tool was used to collect the data.
Approximately 1400 product data points were collected. Figure 3.6 illustrates an
example of data extracted from Shein, including product images, product descriptions,
and scores. Figure 3.7 shows the fashion images that were downloaded from the
collected data.

web-scraper-order web-scraper-start-url  product link product link-href name picture-src score
1709106741-3 https://us.shein.com/  SHEIN LUNE Women Y https://us.shein.com/SHE %5.00
1709106753-6 https:/fus.shein.com/  DAZY Solid Color Shor https:/us.shein.com/DA? .94
1709106761-9 https://us.shein.com/  SHEIN LUNE Family M https://us.shein.com/SHE %5.00
1709106773-12 https://us.shein.com/  SHEIN Slayr Valentine's https://us.shein.com/SHE %1.35
1709106785-15 https:/fus.shein.com/  SHEIN EZwear Women https:/us.shein.com/SHE %5.00
1709106814-18 https:/fus.shein.com/  SHEIN LUNE 1pc Won https:/us.shein.com/SHE %5.00
1709106823-21 https:/fus.shein.com/  SHEIN LUNE Valentine https:/us.shein.com/SHE %5.00
1709106833-24 https:/fus.shein.com/  DAZY Solid Zip Up Wit https:/us.shein.com/DA? 71.93
1709106844-27 https:/fus.shein.com/  DAZY High Collar Solichttps:/us.shein.com/DA? 74,95

Figure 3.6 Data collected from SHIEN

Figure 3.7 Fashion images collected from SHIEN
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However, upon initial model training, a significant data imbalance was
discovered, leading to inaccurate results. This imbalance primarily stemmed from the
fact that many fashion websites predominantly showcase products with higher ratings,
while concealing those with lower ratings. Consequently, within the score range of 0-
5, the collected data was heavily skewed towards ratings of 4 to 5. To address this
challenge, additional customer ratings were necessary from the range of 0 to 3, which
could not be obtained via web scraping. Consequently, manual data collection was
undertaken to extract lower ratings from customer reviews, supplementing the dataset
with ratings ranging from 0 to 3 instead of relying only on average ratings. Ultimately,

a total of 1286 data points were collected for the research.

3.3.2 Al Images Generation

Original images Al images

Figure 3.8 Real image and similar Al image

Due to the focus of this study on evaluating Al images, the product names
obtained from the data will serve as prompts, while the product images will serve as

reference images to generate Al images with high similarity.
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After trying several different Al generation tools such as DALL E and
Midjourney, Leonardo Al was chosen to generate fashion images because of its fine-
tuning parameters and the similarity of the generated results. Figure 3.8 is an example
of a comparison of original images and similar images generated by Leonardo Al.

3.3.3 CNN Classification Model

As in the related work mentioned, they approach aesthetic quality assessment
as a regression problem for two main reasons. First, a regression model better mimics
how the human visual system evaluates aesthetic quality. Unlike a classification model,
which can only predict aesthetic class (high or low). Second, the features learned by the
convolutional network can make the regression task more tractable.

Nevertheless, this study aims to establish an evaluation method to examine
whether fashion designs generated by Al should be adopted or if they have market
potential. Moreover, the classification model does not merely possess binary
classification capabilities; it can classify multiple categories, thus providing a
benchmark for indicators. For these reasons, the classification model still holds research
necessity and reference value. Therefore, we have resolved to employ both CNN

regression and classification methods for evaluation.
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CNN Classification

Label: 5 Label: 5 Label: 5

i

CNN Regression

Label: 5.0 Label: 4.8 Label: 4.74

ZT

P
&

Figure 3.9 The label of two different models

Since customer ratings are continuous values, and the nature of classification
models is to extract features based on each label, directly using these continuous values
as labels would result in too many classes, making it difficult for the model to
effectively learn features and consequently leading to poor training performance. To
solve the problem, a common approach is to divide continuous values into several
discrete intervals, so we will divide ratings from 1 to 5, with each interval
corresponding to a discrete label. Figure 3.9 is an example of how images are labeled

in regression and classification models.
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Layer (type) Output Shape Param #
=:equential_3 (Sequential) (None, 224, 224, 3) 0

rescaling_6 (Rescaling) (None, 224, 224, 3) 0

rescaling_7 (Rescaling) (None, 224, 224, 3) 0

conv2d_6 (Conv2D) (None, 224, 224, 16) 448

max_pooling2d_6 (MaxPoolin (None, 112, 112, 16) 0

g2D)

conv2d_7 (Conv2D) (None, 112, 112, 32) 4640

max_pooling2d_7 (MaxPoolin (None, 56, 56, 32) 0

g2D)

conv2d_8 (Conv2D) (None, 56, 56, 64) 18496

max_pooling2d_8 (MaxPoolin (None, 28, 28, 64) 0

g2D)

dropout (Dropout) (None, 28, 28, 64) 0

flatten_2 (Flatten) (None, 50176) 0

dense_4 (Dense) (None, 128) 6422656

outputs (Dense) (None, 6) 774

Total params: 6447014 (24.59 MB)
Trainable params: 6447014 (24.59 MB)
Non-trainable params: @ (0.00 Byte)

Figure 3.10 CNN classification model summary

This paper presents a convolutional neural network (CNN) classification model
for image classification. Figure 3.10. shows the structure of the classification model.
The model normalizes input images and extracts features using three layers of
convolution and pooling. These features are flattened into a one-dimensional vector and

passed through fully connected layers for higher-level representation. Finally, the
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output layer produces the predicted class probabilities. The model is optimized by

minimizing the cross-entropy loss to improve prediction accuracy.

0 *x = arg ming (—% PRI N Yic log(@,o )) @)

The optimization goal is formulated as above, where N is the number of
samples, C is the number of classes, and Y, . and U, . are the true labels and predicted

probabilities for the <™ sample, respectively. Through this optimization process, we

can train a high-performance classification model.

3.3.4 CNN Regression Model

Layer (type) Output Shape Param #
sequential (Sequential) (None, 224, 224, 3) 0
conv2d (Conv2D) (None, 222, 222, 32) 896
g?x_poolinQZd (MaxPooling2 (None, 111, 111, 32) 0
conv2d_1 (Conv2D) (None, 109, 109, 64) 18496
max_pooling2d_1 (MaxPoolin (None, 54, 54, 64) 0

g2D)

conv2d_2 (Conv2D) (None, 52, 52, 128) 73856
max_pooling2d_2 (MaxPoolin (None, 26, 26, 128) 0

g2D)

flatten (Flatten) (None, 86528) 0

dense (Dense) (None, 128) 11075712
dropout (Dropout) (None, 128) 0
dense_1 (Dense) (None, 1) 129

Total params: 11169089 (42.61 MB)
Trainable params: 11169089 (42.61 MB)
Non-trainable params: @ (0.00 Byte)

Figure 3.11 CNN regression model summary
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The CNN regression model is trained on original data in which the labels are
continuous numbers, utilizing mean user ratings per image as targets. Its architecture
comprises convolutional, pooling, and fully connected layers, culminating in a sum-of-
squares layer. With single-score labels, the final fully connected layer outputs predicted
aesthetic scores. The objective of the sum-of-squares layer is to minimize the squared
L2 norm between predicted and actual scores. Figure 3.11 shows the structure of the
regression model.

The objective of this layer can be defined as:

mino iZZ‘zl (yi - a(X,; 9))2 )

where 4(X;0) represents the entire mapping process from the input image X to

the predicted value Y, and & includes all the model parameters. This formula describes

the working principle and goal of the entire convolutional neural network regression
analysis model.

In summary, the CNN regression model efficiently predicts aesthetic scores by
minimizing prediction errors between actual and predicted values using a sum-of-

squares layer.

3.3.5 Performance Evaluation

Upon completion of the training and testing phases for both methods, the
comparison between the predicted and real scores serves as the primary indicator of
model accuracy and, consequently, is the most crucial metric for evaluating model
performance.

For the classification model, we will use the evaluation matrixes below, these
metrics help to evaluate different aspects of the classification model’s performance.

1. Average Confidence Score: This is the mean of the confidence scores
the model assigns to its predictions. It reflects how certain the model is about its
predictions. Higher average confidence scores indicate that the model is generally more
confident in its classifications.

2. Accuracy: This is the ratio of correctly predicted instances to the total

instances in the dataset. It gives an overall measure of how often the classifier is correct.
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3. Precision: This is the ratio of correctly predicted positive observations
to the total predicted positives. Precision indicates the quality of the positive predictions
made by the model.

4. Recall: This is the ratio of correctly predicted positive observations to
all observations in the actual class. Recall indicates the ability of the model to find all
the relevant cases within a dataset.

5. F1 Score: This is the harmonic mean of precision and recall. It is a
balance between precision and recall and is useful when the class distribution is
imbalanced.

For the regression model, we will use RMSE and MAE as evaluation matrixes.
Root Mean Squared Error (RMSE): RMSE measures the average magnitude of the
errors between predicted values and actual values. It is the square root of the average
of the squared differences between prediction and actual observation. MAE measures
the average magnitude of the errors in a set of predictions, without considering their
direction. It is the average of the absolute differences between predicted values and
actual values. MAE is more interpretable than RMSE and does not penalize large errors
as much as RMSE.



CHAPTER 4

EXPERIMENTAL RESULT

4.1 Experiment Result of Comparing Existing Evaluation Method

4.1.1 Experts Scoring Analysis

Eventually, after the survey was distributed, five different industry
professionals working in the fashion industry completed the filling out. After
organizing and compiling the data as shown in Table 4.1, some interesting results were

discovered through analysis.

Table 4.1 Example of collected data

Experts CLIP score FID
e
A E=b/
w 3.17 36.60 1370.06

The scores provided by the experts were first discussed. Figure 4.1 reveals that
the correlation coefficient between the scores of each expert is not as high as expected.
This result indicates that although all experts have sufficient professional knowledge
and market experience, the scoring criteria were also fully explained in the
questionnaire, their scoring results are still significantly different. In other words, this
indirectly shows the conclusion that people’s subjective opinions and personal

preferences affect the judgments of fashion aesthetics.
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Figure 4.1 Heatmap of the correlation coefficient between experts
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Average of each criteria

= Accuracy u Creativity Popularity
» Detail and Pattern = Material choose Practicality

= Production feasibility

Figure 4.3 Each criterions’ average score

Moreover, we also analyzed the ratings of fashion experts on each Al-generated
image and the average score of each criterion. As Figure 4.2 shows, the average scores
for the 25 images range between 2 and 4, indicating from the perspective of experts,
that the performance of these images generated by Al is still acceptable but not too
good. The average score of each criterion is shown in Figure 4.3, “Potential for
production feasibility” received the best rank score of 3.3, on the other hand,
“Creativity” received the lowest average score of 2.8. This data contradicts the
assumption that Al tools’ creativity would provide more inspiration for the designers.

In the open-ended questions, we sought the industry's views on using Al in
fashion. For the question, “Advantages and innovations that may be brought by the
application of Al image generation in the field of fashion and creativity,” most of the
respondents provided positive feedback. They noted the benefits of delivering reference
value for early designs, aiding in the design outline for the purchasing team, improving
the efficiency of sketching designs, and accelerating the process of proposing new
designs. Additionally, beginners who are without a drawing background can also create
design sketches, lowering the entry barrier and reducing the costs of the whole design
process. Furthermore, compared to design sketches that start from traditional floor

plans, Al imaging can now present clothing performance more realistically.



37

However, for the question, “Have you ever participated in or considered
collaborating with Al image generation tools? If yes, please share your experience and
describe the lessons and insights you have learned from it. If not, what are your
expectations and concerns about this collaboration?” there were more negative
opinions. None of the respondents had experience using it, and only one person
considered using it in the future. Opponents emphasized several shortcomings and
limitations in the current existing Al tool. Firstly, customizing the actual brand
customer attributes is difficult to implement on general Al tools, also it is difficult to
combine marketing analysis with prompts to generate images, making it difficult to
generate products that meet market demand. Additionally, some fashion experts noted
that the similarity between the text description and the output has a big gap. The text-
to-image tools need to be more accurate to understand style prompts and truthfully
display text details in the future. One respondent even expressed a unique aspect that
the Al images generated on the platform might be taken as data by other brands. There
is a risk of leaking trade secrets, and these ideas might be used by competing brands
and enable them to seize business opportunities. Without any regulation of intellectual

property rights to restrict other users of Al database circulation, concerns still exist.

4.1.2 Human Evaluation, FID Score and Clip Score

Calculating the FID score for a single Al image cannot get an accurate result
since the FID score represents the performance of the GAN model by measuring the
feature vector distance of real and Al images, therefore, Two large datasets of both
types of images are needed to provide sufficient features. This ensures the calculation
reflects the fidelity of the GAN model accurately. However, although the FID score for
a single image cannot fully represent the performance of the GAN model, The scores
still provide a reference for relative quality comparison between generated images.
Therefore, it can still be used to find correlations by comparing with the expert scores
and Clip scores.

As mentioned in the related work, the current existing evaluation method for Al
images might not fully capture human aesthetics or evaluate advanced generation

models developed recently. Thus, to understand the correlation between each criterion
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of automatic and human evaluations, the correlation coefficient is calculated as shown

in Figure 4.4.

Correlation between each criteria
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Figure 4.4 Heat map of the correlation coefficient between each criterion

The figure indicates that some criteria show high correlations. The high
correlations between “Creativity” and “Detail and pattern.” and “Popularity” suggest
that these criteria may overlap, indicating redundancy. In future surveys, these three
scoring criteria could be integrated to avoid excessive repetition. Also, the correlation
between each criterion of human evaluation and Al evaluation shows a low correlation.

The correlation coefficient between the FID score, Clip score, and the average

of expert scores is shown in Figure 4.5. The weak correlation between Al evaluation
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and human evaluation indicates that the two types of evaluation have significantly
different standards for ranking image quality. Human evaluations are influenced by
personal preferences and experience, while Al evaluations are based on objective
performance metrics. Therefore, both methods provide valuable but distinct insights

into exploring the performance of Al-generated fashion.

Correlation between scores by human and Al

1.00
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Expert score

— 050

—0.25
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-0.75

FID score

-1.00
Expert score Clip score FID score

Figure 4.5 Heat map of the correlation coefficient between Al and human evaluation

4.1.3 Sufficiency for Evaluating Al Fashion Images Base on Experiment Result
From the experimental results, it can be seen that each evaluation method in the
experiment can only provide reference value for their respective evaluation purposes.
However, the low correlation indicates that the existing Al evaluation and human

evaluation are not suitable for Al fashion images, and they cannot combine the value
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of human aesthetics and Al judgment. In addition, both FID score and expert rating
have database size limitations. As explained above, if only the FID score of a single Al
image is calculated, it cannot effectively display the actual performance, so it is not
suitable for evaluating Al fashion images. On the other hand, expert ratings provide a
perspective on human aesthetics, but the sample size is not large enough, and the results
show that there may be subjective aesthetic differences among experts, so there is not
much difference compared to choosing public ratings. Realistically speaking, it is
impossible for ordinary people to find and ask experts to help grade Al fashion design.
Based on the above experimental conclusions, to effectively apply the method
in the Al fashion field, a new evaluation method needs to be established with the
following characteristics:
1. Sufficiently large data size
2. Incorporation of public and market perspectives
3. Al judgment capabilities
Therefore, in the second part, we will propose two new methods based on

Convolutional neural network (CNN).

4.2 Experiment Result of Creating a New Evaluation Method

4.2.1 The Solution for Data Imbalance and CNN Classification

This study encountered two main difficulties in the early stages of the
experiment. The first difficulty is imbalanced data. During the data collection process,
no dataset suitable for this research requirement, containing both product scores and
images, was found. Therefore, product scores and images had to be collected from
fashion websites through web scraping, and Al generation tools were used to convert
the original images into Al images to create a dataset. However, fashion websites
typically promote and display popular products with high ratings, resulting in serious
data imbalance. Approximately 70% of the data has scores between 4 and 5, while
scores between 3 and 4 are virtually missing.

The second challenge is the adaptability of the CNN classification model. At
the beginning of this study, we hypothesized that even with many classes, the
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classification model would still be able to extract features and classify them effectively.
Therefore, we initially attempted to use only the CNN classification model for training
without processing the dataset labels. However, the results revealed many problems
that needed to be addressed. Firstly, the presence of too many classes and an
insufficiently large dataset prevented the model from learning and predicting
effectively, resulting in an accuracy of only about 50%. This also confirmed that when
the labels are continuous numbers, the aesthetic quality assessment is more
appropriately handled as a regression problem. Additionally, due to the aforementioned
data imbalance, the model suffered from serious overfitting issues.

To address the first problem, we added a regression model to predict the original
labels. For the classification model, we preprocess the labels by dividing ratings from
1 to 5 into intervals to reduce the number of classes, thereby increasing accuracy. We
evaluate the performance of both methods in parallel. Additionally, we aim to enlarge
the dataset by collecting more data from fashion websites. However, solving the issue
of data imbalance is challenging, as it is difficult to collect data for products with lower
scores. To mitigate this, we use the low scores from a few customer comments as labels
to gather data for lower-scored products, covering the missing part of the data. On the
other hand, argumentation will be applied only on the picture with the label 1-4 to solve

the data imbalanced issue.

4.2.2 Result of CNN Classification Model

t ‘ . ‘ Predicted Score: 3

Al images Classification model Score of the design

Figure 4.6 The application of the classification model
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Overfitting and low accuracy are the two most difficult problems in the process
of training CNN classification. The data structure only reduces the degree of data
imbalance after collecting additional low-scoring data, but the high-scoring data still
accounts for the majority, so the accuracy of training the model directly using the
original data is only 72%, and the training results are also overfitting. Therefore, the
problems need to be solved through argumentation and dropout. However, after
applying argumentation and dropout, the accuracy is only 34%, even lower than the
original result. Therefore, we have decided to try removing dropout. Dropout is a
regularization technique used to prevent overfitting, but if the dropout rate is set too
high, too many neurons are discarded during the training process. This can lead to
insufficient information being learned by the model, affecting its convergence and
overall performance. Surprisingly, after attempting to cancel dropout and only use
argumentation, the experimental results achieved a considerable level of accuracy.
Table 4.3 shows the performance analysis of the model after argumentation, and Figure

4.7. is the heatmap of the confusion matrix.

Training Set
TARGET
Class0 Classf Class2 Class3 Classd Classs SUM
OUTPUT
19
Class0 o
26.32%
10
= 60.00%
40.00%
14
Class2 86.71%
14.29%
10
Class3 80.00%
20.00%
8
Class4 87.50%
12.50%
158
Class5 100.00%
0.00%
14 6 12 8 8 171 205 /219
SU 100.00% 100.00% 100.00% 100.00% 87.50% 92.40% 93.61%
0.00% 0.00% 0.00% 0.00% 12.50% 7.60% 6.39%

Figure 4.7 The confusion matrix
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Table 4.2 Classification model performance

Average Confidence Score: 0.939
Accuracy: 0.936
Precision: 0.940
Recall: 0.936
F1 Score: 0.932

1. Average Confidence Score: The model’s average confidence score is
0.939, showing that the model is highly confident in most of its predictions. This high
confidence reduces the risk of misclassification.

2. Accuracy: The model achieved an accuracy of 0.936, correctly
classifying 93.6% of the test samples. This indicates strong overall classification
performance.

3. Precision: With a precision of 0.941, 94.1% of the samples predicted as
positive were indeed positive. This means the model is effective in identifying true
positives with few false positives.

4. Recall: The recall is 0.936, meaning the model correctly identified
93.6% of actual positive samples. This shows the model's ability to detect true positives
with few false negatives.

5. F1 Score: The F1 score is 0.932, balancing precision and recall. This
high F1 score indicates that the model effectively identifies positive samples while

minimizing both false positives and false negatives.
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4.2.3 Result of CNN Regression Model

t - . - Predicted Score: 4.28

Al images Regression model Score of the design

Figure 4.8 The application of the regression model

To establish a scale of 1-5, it is necessary to set the range of prediction scores
accordingly. However, in the prediction of regression models, the scores often exceed
this range. Therefore, the actual results need to be constrained by methods such as
normalization, which scales the scores to the desired range. Nevertheless, normalization
can sometimes weaken the specific characteristics of the data, thereby affecting
subsequent analysis. For instance, an original prediction of 5 may be altered due to

proportional scaling, thus affecting the original distribution within the range.
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Figure 4.9 The distribution of the prediction score

In this study, we address this issue by using NumPy to clip the predicted values.
This method adjusts only the values that fall outside the specified range, leaving the
other data unchanged. Consequently, it avoids altering the overall distribution of the
data and prevents extreme values from influencing subsequent analysis. Figure 4.9
shows the distribution comparison of the processing clip.

In the model training, we first set a random seed to ensure reproducibility of the
results. Then, we define a Convolutional Neural Network (CNN) model, which includes
data augmentation, multiple convolutional layers, pooling layers, fully connected
layers, and an output layer. The model is compiled using the Adam optimizer with mean
squared error (MSE) loss and mean absolute error (MAE) as the evaluation metric. The
model is trained on the training dataset and validated on the validation dataset. Specific
training parameters include epochs = 10 (indicating the number of training epochs is
10), batch size = 32 (representing the number of samples per batch is 32), and validation

split = 0.2 (indicating 20% of the training data is used for validation). Finally, the
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trained model is used to make predictions on the test dataset, and the prediction results

are, and the prediction results are printed.

Table 4.3 Regression model performance

Evaluation RMSE MAE MAPE
Average 0.866 0.682 22.16

Table 4.3 shows the RMSE and MAE with the comparison between the
predicted score and the real score. Due to the slight variations in results obtained from
each training session, the average Root Mean Squared Error (RMSE) and Mean
Absolute Error (MAE) from ten training sessions were calculated to summarize the
predictive performance of the model. This approach provides a more robust assessment
of the model’s performance by accounting for the variability inherent in the training
process.

In the model, the RMSE is 0.866. This indicates that, on average, the squared
difference between the predicted values and the actual values is 0.866. MSE is
particularly sensitive to outliers, as it squares the errors, giving more weight to larger
errors. A lower MSE value signifies better predictive accuracy, indicating that our
model performs well in minimizing larger errors.

On the other hand, the model's MAE is 0.682, which means the average absolute
difference between the predicted values and the actual values is 0.682. Unlike RMSE,
MAE does not square the errors, thus it provides a linear score that gives equal weight
to all errors. This makes MAE more interpretable and less sensitive to outliers
compared to RMSE.

In addition, we also added MAPE to measure the percentage of error between
predicted and actual values. The model's MAPE is 22.36, which means that the average
relative error between predicted and actual values is 22.36%, indicating that the model
has some accuracy, but there is still room for improvement. It also represents that it
may be acceptable in some applications, but further improvement may be needed in

applications with high precision requirements.
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4.3 Experimental Environment

All the experiments in this study are run through MacBook Air 2020 with 1.1
GHz quad-core processor i5 Intel Core, Iris Plus Graphics 1536 MB. Using python with
Numpy, Tensorflow and Matplotlib package on Google Colab.



CHAPTER S

CONCLUSION

5.1 Conclusion and Discussion

Although the Al tool has gradually been used frequently and become popular in
recent years, there are still many limitations in its application in the fashion industry.
For most industry professionals, using Al as an auxiliary tool remains an unfamiliar
working mode. Also, the low performance of both expert and CLIP scores and the
responses from the experts indicate that artificial intelligence drawing software needs
further development and optimize the accuracy and completeness of generated images
to be used more effectively for design purposes in the future, particularly for GAN
models used in text-to-image generation. These models currently lack accurate word
comprehension, resulting in images that often differ from expected outcomes,
significantly increasing the difficulty of use. Additionally, unreasonable image outputs
are frequently encountered during the generation process, significantly reducing the
tool’s efficiency.

This study also attempts to compare the existing methods for evaluating the
performance of Al-generated fashion images and find an effective evaluation method
for Al fashion design. However, the results suggest that fashion Al images cannot be
fully captured by either Al or human evaluations alone. Initially, mainstream fashion
rating standards and commonly used Al-generated image rating standards were
extracted to serve as the foundation for a new evaluation method. However, after a
series of analyses, it is clear that both of these evaluation methods have flaws and that
existing evaluation methods cannot provide accurate rankings. For instance, overlap in
fashion design criteria necessitates a re-examination of whether these overlaps should
be merged. Moreover, the survey targeted fashion experts to collect professional

perspectives. However, finding enough experts for the survey proved challenging.
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Additionally, after analysis, it was found that professionals often rank scores based on
personal preferences and subjective judgment, making their evaluations not
significantly different from those of the general public and resulting in an insufficient
sample size.

Although the experiment indicated that existing methods do not align with the
evaluation of Al fashion images, the identified shortcomings provide new directions for
developing an improved evaluation method. Firstly, the choice of data sources is crucial.
By utilizing customer ratings, we can effectively capture the general public's views on
designs, providing a large dataset. This approach also offers additional market
preference insights for brands or design companies. Secondly, improvements in
practicality can be achieved by training predictive models and addressing the
difficulties of human evaluations by experts or market surveys. Training a CNN
predictive model is a solution that combines Al with human aesthetic perspectives.
Using human evaluation scores as data, regression and classification models can be
trained to predict scores, thereby endowing Al with an understanding of human fashion
aesthetics.

In summary, the CNN model in this study demonstrates excellent performance
in the classification task, achieving a high average confidence score, accuracy,
precision, recall, and F1 score. The confusion matrix further confirms the model’s
accuracy across different categories. Overall, these results suggest that the designed
CNN model can effectively perform image classification tasks, exhibiting good
generalization ability and classification accuracy. This provides a solid foundation and
confidence for further application to larger and more complex datasets.

On the other hand, the regression model, the values of RMSE and MAE indicate
that the model has good predictive accuracy. The relatively low values of these
indicators prove that the model can provide convincing results for predicting aesthetic
or market scores in design. However, on a scale of 0-5, There is still room for
improvement. Also, after observing the data distribution results, due to the issue of data
imbalance, the vast majority of prediction scores are concentrated between 4 and 5

points, for images with lower scores, the prediction gap is relatively large.
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5.2 Limitation and Future Work

Both methods demonstrate their feasibility in evaluating Al-generated fashion
images and provide a benchmark for the application of generative Al in the fashion
industry. Compared to the two CNN models, the regression model can provide more
accurate prediction scores, offering clearer indicators when making choices among
multiple designs. However, the classification model, due to its limited categories, can
only provide a rough estimate of the design scores. Despite this limitation, the
classification model still contributes to understanding potential market preferences and
aesthetic evaluations of the designs. For designers, it can still provide a benchmark for
preliminary examination and screening of Al fashion design.

Nevertheless, this study encountered several difficulties during the
experimental process, especially in data acquisition, firstly, there is no complete
database that matches customer ratings with images. Some sources of customer ratings
are neither comprehensive nor specific enough, limiting the quality and scope of data
for model training and evaluation. Additionally, due to incomplete data, biases may
arise during the model training process, affecting the accuracy and reliability of the
prediction results. Secondly, the issue of data imbalance is significant, with most
prediction scores concentrated between 4 and 5, while the prediction errors for low-
scoring images are relatively large. This indicates that the model performs better with
high-scoring designs than low-scoring ones, limiting its applicability for
comprehensive design evaluation. Thirdly, the Al images used for training the model
are generated using generative Al to resemble real images. However, since most current
tools cannot generate images in bulk, each image needs to be created individually,
resulting in a time-consuming process for acquiring Al images.

To optimize the regression and classification models, addressing data imbalance
and expanding dataset size are crucial. Larger and more balanced datasets are expected
to enhance model accuracy. Additionally, a larger dataset can enable classification
divided into finer discrete intervals, offering more precise measurements. Therefore, in
further research, seeking more sources to collect more comprehensive customer ratings

and corresponding image data to build a more balanced and diverse dataset is necessary.
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In addition, to improve the model, introducing techniques to handle data imbalance
within the model, such as weighted loss functions or resampling techniques, can also
be a chance to optimize the model’s prediction capabilities across different score
ranges.

In this study, customer ratings were used as labels to reflect consumer market
evaluations and aesthetic preferences. For predicting other aspects, such as potential
sales volumes, appropriate labels like sales data can be utilized. Further optimization
can be achieved by incorporating underlying causal factors as model parameters,

potentially providing more insightful predictive results.
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CONTENT OF THE SURVEY FOR EXPERTS TO EVALUATE
FASHION Al IMAGE

Text

Survey for expert to evaluate fashion Al image in Appendix only.
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Mustard yellow T-shirt with a pocket on the left, made of & EEE HRAGE
breathable cotton fabric, featuring outdoor or camping
style patterns, loose fit.
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