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ABSTRACT

Performance of Automatic Speech Recognition (ASR) and Text-to-Speech
(TTS) systems depend on appropriate text corpus. This article explains about the
automated text corpus generating method using custom phonetic distribution. This
distribution is defined by phonemes type, corpus size, minimum criterion number of
phonemes, and target phonetic distribution. Generally, the system selects text data
from the internet by continuously downloading them using web crawler. The greedy
algorithm is applied to extract the proper sentences, in order to fit with the target
phonetic distribution until the appropriate text corpus is established. The experiment
is done by using the text from Large Vocabulary Continuous Speech Recognition
(LVCSR) corpus for Thai language to generate target phonetic distribution. The result
shown that, the increased number of data drawn from the internet is able to
accomplish target phonetic distribution and generate diphone coverage for 99.13%.
This text corpus then generate speech corpus efficiently.



