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ABSTRACT 

Outbreak of Dengue Haemorrhagic Fever is still very crucial in international public 
health problem. Therefore, the prediction is obviously urgent in order to monitor and          
prevent a widespread of the fever in advance. However, the traditional predictive models of            
Dengue Haemorrhagic Fever outbreak are complicated because of the large number of input data 
which are inconvenient and costly. To deal with this problem, this thesis proposes a predictive 
model for classification of Dengue Haemorrhagic Fever outbreak risk with hybrid method by 
using weather features as input data. This predictive model uses the entropy measure and the 
principal component analysis that are combined with the backpropagation neural network. The 
entropy measure is used for extracting relevant weather data patterns and the principal component 
analysis is used for extracting principal features. Then, the backpropagation neural network is 
deployed to predict the possible risk of Dengue Haemorrhagic Fever outbreak. The experiment 
and its result show that the proposed model produces the optimal predictive result with 94% 
accuracy using only data patterns of three principal features including maximum temperature, 
mean temperature, and relative humidity. 
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CHAPTER 1 

INTRODUCTION 

 This thesis emphasizes on the study of dengue virus infection particularly for risk 
prediction of disease outbreak for being an alternative strategy to monitor and prevent the disease 
outbreak. This Chapter introduces the principle and motivation, including a perspective proposed 
thesis. Additionally, it indicates the detail of objectives and scopes concerning the study. 

1.1  Principle and Motivation 

 Dengue is one of the dreaded vector-borne infectious diseases (Centers for Disease 
Control and Prevention [CDC], 2008) that is pandemic infection in the world and it is a serious 
international public health problem. Moreover, it greatly affects individual, social, economic, and 
epidemiological factors. Although, many criterions and campaigns are prepared to deal with this 
dengue incidence, it still spreads all over the worldwide regions, especially in tropical and       
sub-tropical regions, mostly in urban and semi-urban areas (World Health Organization [WHO], 
2009). The dengue is the infection that ensues from one of four dengue viruses which are in RNA 
virus of the Flavivirus genus, Flaviviridae family. These viruses have four serotypes, which are 
closely related but antigenically distinct, including DEN-1, DEN-2, DEN-3, and DEN-4.          
The transmission of the dengue viruses from human to human is caused by the bite of infected 
female Aedes mosquito vector to human, which are mostly Aedes aegypti mosquito and some 
Aedes albopictus mosquito (CDC, 2005). This infectious disease has been divided into three types 
according to clinic syndromes of severe disease including Undifferentiated Fever (UF),      
Dengue Fever (DF), and Dengue Haemorrhagic Fever (DHF) which is an acute form of the 
dengue infection and it may lead to Dengue Shock Syndrome (DSS) (Department of Disease
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Control [DDC], 2001, pp. 9-10). During 1950s, DHF was first recognized in the Philippines and 
Thailand. Nowadays, DHF is led to cause of hospitalization and death among children and most 
prevalent in Asian countries (WHO, 2009). 

 In recent decades, trend of the dengue has grown dramatically around the world.         
The global dengue incidence has increased thirtyfold in the last 50 years (WHO & United Nations 
Children’s Fund [UNICEF], 2006, p. 218). The people that are about 2.5 billion people in the 
affected area over 100 endemic countries and in any regions which dengue viruses can be 
transmitted are in risk of this disease. WHO (2009) estimates that there may be 50 million of 
world’s population who infected dengue viruses year by year. Moreover, the 52% of 2.5 billion 
people, 1.3 billion people, who are at risk of dengue infection, live in South-East Asia (SEA) 
(WHO, 2007). Especially, DHF emerges endemic and frequent severe infection into epidemic in 
SEA and also in Thailand. 

 Thailand is one of the countries in the SEA having a large number of epidemics of DHF 
infection incidence. Especially, in 1987 and 2001, epidemic disease was severely spread, and the 
number of patients increased to 174,285 and 139,732 respectively (DDC, 2001, p. 2). Nowadays, 
it still has been spread continuously and has several outbreak patterns such as every other year, 
every third year, every fourth year. This disease is seasonal infection and is found mostly in rainy 
season, but in the present, it is found year-round. Moreover, this infection is represented in 
reported cases of priority by diseases under surveillance and has to inform on every Wednesday at 
the Bureau of Epidemiology. 

 Unfortunately, nowadays, there are no vaccine and specific treatment (WHO, 2009), so 
any people can be infectious risk. Consequently, only one method can prevent the transmission 
dengue viruses are to deal with Aedes mosquito because Aedes mosquito is the main cause of   
the outbreak of disease. Several features affect the propagation of this mosquito such as        
socio-culture, weather, and topography. Among several features, global warming or weather 
change is the important feature that may encourage changing life cycle of the mosquito, 
increasing the number of the mosquito, and transmitting cycle between mosquito and human. 
Moreover, the weather change may impact to a change pattern of the outbreak. 



 3 

 These occurrences indicate that strategy and urgent countermeasure should be required  
in order to monitor and prevent the spread of disease. Therefore, to determine appropriate and 
effective strategy and urgent countermeasure, the prediction is proposed for solving problem in 
time. For example, if the weather change is important feature on DHF outbreak, when there are 
some weather feature changes, the risk of DHF outbreak may be occurred. Afterwards, public 
health organization can prepare an appropriate and an effective strategy and urgent 
countermeasure for monitoring and preventing of DHF outbreak risk. In the recent past, the 
researchers developed predictive models for this disease both internal and external problems.   
The internal problem means clinical criteria, while the external problem means environment 
criteria. However, those predictive models are complex due to the large number of input data. 

 To arrange with the large number of input data and to obtain a simple predictive model, 
this thesis proposes a predictive model for classification of DHF outbreak risk with hybrid 
method by using weather features including rainfall, minimum temperature, maximum 
temperature, mean temperature, and relative humidity as the input data. This model observes three 
phases, including information extraction, feature extraction, and prediction. Furthermore, this 
proposed hybrid method in this thesis takes advantage of using entropy measure for extracting 
relevant weather data patterns1, principal component analysis for extracting principal features2, 
and backpropagation neural network for predicting the DHF outbreak risk. 

 

 

 

 

 
 
                                                            

1 weather data pattern is a normalized five weather features per week. 
2 principal feature is weather feature that is identified by principal component analysis. 
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1.2  Objectives 

 There are three main objectives for this thesis as follows: 
 The first objective is to develop simplified predictive model for classification of DHF 
outbreak risk with hybrid method. The second objective is to propose an optimal result of the 
proposed predictive model, and the last objective is to investigate which weather features having 
the most direct influence to the DHF outbreak risk.  

1.3  Scopes 

 The scopes of this thesis are shown as following: 

 1.3.1  Case Study and Data Collection 
 Chiang Rai province is selected for case study. Weather features and DHF cases        
have been collected from January 1999 to December 2008 and have been obtained from      
Bureau of Epidemiology, Department of Disease Control, Ministry of Public Health and         
Thai Meteorological Department, respectively. 

 1.3.2  Preliminary Process 
 The preliminary process is divided into two phases which are information extraction and 
feature extraction. The information extraction phase applies entropy measure for obtaining 
relevant weather data patterns. Then, the feature extraction phase applies principal component 
analysis for obtaining principal features. After that, the selected data patterns1 for the principal 
features will be fed as input data into data modeling process.  
 
 
 
 
 
                                                            

1 data pattern is weather data pattern that is identified by entropy measure. 
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 1.3.3  Data Modeling Process 
The data modeling process is a prediction phase. This phase applies an artificial neural 

network called backpropagation for predicting the DHF outbreak risk. 
  1.  Input data : the data patterns of principal features 
  2.  Output data : DHF outbreak risk and non DHF outbreak risk classification 

1.3.4  Result Evaluation 
The result evaluation of this proposed predictive model is the experiment based on       

the condition of the weather features and the DHF cases from January 1999 until December 2008 
were conducted. 

1.4  Definition and Terminology 

 1.4.1  Data Pattern is a representative of group of data. 

 1.4.2  Dengue Haemorrhagic Fever (DHF) is a more severe form of the dengue disease. 
Characteristic of this fever is high fever, hemorrhagic phenomena such as microscopic hematuria, 
bleeding gums, and epistaxis. It also includes hepatomegaly and signs of circulatory failure.        
If the patient is untreated, the patient may lead to be shocked with a rapid called Dengue Shock 
Syndrome (DSS) and may die within 12-24 hours without sufficient treatment (WHO, 1997). 

 1.4.3  Prediction is a statement of a particular event that will happen in the future. 

 1.4.4 Weather Feature is a condition of the day-to-day for a particular place such as 
rainfall, minimum temperature, maximum temperature, mean temperature, and relative humidity. 
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1.5  Expectation 

 1.5.1 The predictive model for classification of DHF outbreak risk can be used for 
determination of an appropriate and an effective strategy and urgent countermeasure as well as 
monitoring to prevent the spread of disease. 

 1.5.2  This predictive model can be applied to other problems such as disaster evacuation 
and other diseases. 



 

CHAPTER 2 

LITERATURE REVIEW 

 This Chapter reviews and provides the related works and the computational theories used 
through this thesis. This Chapter composes of three sections. Firstly, the related works on 
predictive model of DHF are introduced. After that, the computational theories that related on   
the proposed predictive model are described. Those are entropy measure in information theory, 
principal component analysis, and backpropagation neural network. Finally, the proposed 
predictive model is followed. 

2.1  Related Works 

 The DHF, as mentioned before, is abundantly severe and influential mosquito-borne 
infectious disease. It affects interior and exterior factors such as health, public health 
organization, nation, and internationality. Moreover, there are no available vaccine and specific 
treatment for protecting DHF infection, so these can be good evidence that support appearance 
and increase of this disease. 

 Accordingly, many of the current research works have focused on predictive model of 
DHF infection to be alternative channel for monitoring, preventing, and curing this infection.   
The predictive models that have been proposed with various purposes are internal problem     
such as day of defervescence in patients and external problem such as trend of incidence and 
trend of outbreak. 

 Concisely, conventional predictive models generally are categorized into two groups     
as follows: only data modeling (Husin, Salim & Ahmad, 2008; Nakhapakorn & Tripathi, 2005; 
Promprou, Jaroensutasinee, M. & Jaroensutasinee, K., 2006; Wongkoon, Pollar, Jaroensutasinee,
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M. & Jaroensutasinee, K., 2007) and data preprocessing-based data modeling (Fu et al., 2007; 
Lbrahim, Taib, Abas, Guan & Sulaiman, 2005; Promprou, Jaroensutasinee, M. & Jaroensutasinee, 
K., 2004; Wu, Guo, Lung, Lin & Su, 2007). Furthermore, these conventional predictive models 
can be found that they are presented with two different methods. The first method is statistics, 
e.g., time series analysis, nonlinear regression, multivariate regression analysis, and principal 
component analysis. The second method is data mining that includes genetic algorithm, artificial 
neural network, and support vector machine. 

 In the only data modeling group, in the investigation by Husin et al. (2008), they 
designed Neural Network Model (NNM) and Nonlinear Regression Model (NLRM) by using 
different architectures and parameters to compare result and defined the best architecture for 
predicting an outbreak of dengue. The research of Nakhapakorn and Tripathi (2005) used 
multivariate regression analysis to find relationship between climatic independent features and 
DF and DHF incidences from 1997 to 2001 for predicting a change of the dengue incidence in 
rainy and non-rainy seasons. In the study of Promprou et al. (2006), they developed 
Autoregressive Integrated Moving Average (ARIMA) models for forecasting trend in incidence 
of DHF by using number of DHF cases for 12 years. Wongkoon et al. (2007) developed Seasonal 
Autoregressive Integrated Moving Average (SARIMA) models by using DHF cases data for four 
years in order to predict trend of DHF incidence. 

 For the data preprocessing-based data modeling group, the research of Fu et al. (2007) 
used the genetic algorithm-based support vector machine model for predicting dengue incidence 
trend. The genetic algorithm is used to detect influential climate factors and determine time-lags 
of the climate factors. The study of Lbrahim et al. (2005) used multinomial logistic regression   
for identifying significant variables from 37 clinical symptoms and signs variables and   
developed a system for predicting the day of defervescence of DF and DHF in patients with 
multilayer feed-forward neural networks by using nine significant input variables. In the work   
by Promprou et al. (2004), principal component analysis is used for investigating relation of 
socio-cultural variables and identifying significant variables. Besides, multiple linear regression 
models are used for predicting incidence of DHF with significant socio-cultural variables. The 
work by Wu et al. (2007) proved an association between variability of weather and dengue fever 
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occurrence with cross-correlation and predicted dengue fever incidence by using Autoregressive 
Integrated Moving Average (ARIMA) models as well. 

 However, those conventional predictive models still use the large number of input data 
which is a number of data and features for developing data modeling. For this reason, the large 
number of input data consequently effect complex data modeling. To cope with this problem,   
this thesis is aimed to propose a method for obtaining a fewer number of input data, which is           
the preliminary process to the data modeling process, in order to solve complexity of the data 
modeling and yielding a high accuracy result. This method approaches entropy measure to 
generate a fewer number of data and principal component analysis to generate a fewer number of 
features. Both methods generate the outstanding weather data patterns and weather features as 
input data into the data modeling process. 

2.2  Computational Theories 

 In this section, the related computational theories are described as following: 

 2.2.1  Entropy Measure (Information Theory) 
  1.  Introduction 

The entropy is statistical technique. It is applied in many fields such as Physics, 
Mathematics, Engineering, and Information Theory. In Information Theory, it is introduced by 
Shannon (1948) named Shannon entropy. The Shannon entropy is defined in terms of probability 
distribution of a random variable. Moreover, it is represented to be a good measure of uncertainty 
or randomness. 
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  2.  Process of entropy measure 
The Shannon entropy can be computed by the following equation (2.1): 

( ) ( ) ( )ii xpxpXH
n

i
2log

1
∑
=

−=  

where X is a discrete random variable taking a finite number of possible values 
{ }nxxx ,...,, 21  with probabilities { }nppp ,...,, 21  

( )XH  is the entropy H  of X  

This information entropy is used to calculate distribution or randomness level of 
data. So, if the data have randomness, the data will have a high level of information entropy, 
whereas, the data which have low level of randomness will have a low level of information 
entropy either. 

  As mentioned before, the data modeling generally uses a large number of data.  
Those data may have data redundancy. In order to reduce a number of data redundancies,          
the information entropy plays an important role for generating randomness level of data and 
showing the direction of data in order to select only the necessary data. 

 2.2.2  Principal Component Analysis  
  1.  Introduction 

The principal component analysis, which is abbreviated as PCA, is reported by 
Smith (2002). The PCA is statistical technique that is one of feature extraction techniques in 
terms of dimensionality reduction. Nowadays, it is applied in many fields such as recognition, 
compression, discovery data patterns in high dimension, and classification. Furthermore, it is 
widely used for producing predictive model and investigating data analysis as well. 

In practice, this method is to convert a large number of associated variables into a 
less number of unassociated variables. They are called that principal components or eigenvectors. 
Moreover, the PCA calculates eigenvalues from a covariance matrix. These eigenvalues represent  

(2.1)
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a number of the variance in the data. Additionally, the eigenvectors are closely related to 
eigenvalues. Then, the eigenvector with the higher eigenvalue is more significant than the 
eigenvector with the lower eigenvalue. 
  2.  Process of principal component analysis  

This method process is shown in six main steps as follows: 
Step 1 : Gather and transform some data set 
This step is to gather and transform some data set into an n by p matrix              

(n is a row of the matrix corresponding to observation and p is a column of the matrix 
corresponding to variable or feature). 

Step 2 : Subtract the mean 
This step is to subtract the mean of the matrix from element of each dimension. 

This step produces dataset matrix with zero mean as mean-adjusted data in equation (2.2) and 
(2.3). 

n

x
X

n

i
i∑

== 1  

where ix  is the element of each dimension 
 n  is the number of all elements of each dimension 

   X  is the mean of each dimension 

n

Xx
Z

n

i
i∑

=

−
= 1  

where Z  is the mean-adjusted data of each dimension 

 

 

(2.3)

(2.2)
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Step 3 : Calculate the covariance matrix from the dataset matrix whose mean is 
zero in equation (2.4). 

( )
( )( )

( )1, 1

−

−−
=
∑
=

n

XXXX
XXCov

n

i
kikjij

kj  

where 
n

X
X

n

i
ij

j

∑
== 1  , 

n

X
X

n

i

ik

k

∑
== 1  , and pkj ,...,2,1, =  

After that, the covariance matrix has a form as following: 

 
11c  12c  13c  … pc1  

=C  21c  22c  23c  … pc2  
. . . . . 

 1pc  2pc  3pc  … ppc  

where C  is the covariance matrix 
       jkc is the covariance of variables jX  and kX  when kj ≠  
     the diagonal element jjc  is the variance of variable jX  when kj =  

Step 4 : Calculate the eigenvalues and the eigenvectors of the covariance matrix 
in equation (2.5) and (2.6), respectively. 

( ) 0det =− IC λ  

( ) 0=− ii vIC λ  

where I  is the identity matrix 
                                      λ  is the eigenvalue 
                                      iv  is the eigenvector which is closely related to eigenvalue 

(2.4)

(2.6)

(2.5)
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From equation (2.5), if the covariance matrix is non-singular matrix, the number 
of all eigenvalues would equal to a number in columns of the covariance matrix or equal to          
a number of variables. 

Step 5 : Choose components and form a feature vector 
This step is to eliminate eigenvalues that have low eigenvalues. After that, 

choose eigenvectors are closely related to retainable eigenvalues and form a matrix with         
these chosen eigenvectors in the columns of feature vectors. 

Step 6 : Derive the new data set 
This step is to multiply between the columns of feature vectors and the rows of 

mean-adjusted data in equation (2.7). 

New data set = ColumnFeatureVector ×  RowDataAdjust 

where ColumnFeatureVector is the matrix with chosen eigenvectors in             
the columns of feature vectors 

RowDataAdjust is the matrix with mean-adjusted data in the rows of 
feature vectors of which the data items are presented in each row and dimension is presented in 
each column 

The various numbers of feature cause a problem for developing data modeling 
because those features may have been related or unrelated to DHF outbreak risk. To deal with        
this problem, the principal component analysis is used to reduce features or dimensions and 
generate principal features which related to DHF outbreak risk only. 

 2.2.3  Backpropagation Artificial Neural Network 
  1.  Introduction 

The artificial neural network, commonly called neural network or neural net, is 
defined as a mathematical model or computational model which is to simulate behaviors based on 
the biological nervous systems. 

(2.7)
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In this artificial neural network, the fundamental structure consists of simple 
elements called neurons which are operated in parallel and the fundamental function is 
determined by the connections between neurons. Moreover, this neural network is trained by 
adjusting the values of the connections, called weights, between those neurons. Afterward, neural 
network will be compared between the result of output and target, until the result of output is 
matched with the result of target. Hence, a specific input leads to a specific target output. As 
mentioned above, the neural network is shown in Figure 2.1. 

 

 

 

 

From  (Demuth, Beale & Hagan, 2009, p. 2) 

Figure 2.1  Common Structure and Function of the Artificial Neural Network 

Moreover, the neural network is used widely in non-linear problem. It is used for 
modeling complex relations of inputs and outputs, finding patterns of input data, predicting, and 
classifying. Besides, it is used in many fields for a study on Financial, Signal, Image, Energy, and 
Medicine.  

2.  Process of artificial neural network 
This part is divided into four main fundamental details, including multilayer 

feedforward neural network, backpropagation algorithm, learning paradigms, and transfer 
functions. 
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1)  Multilayer feedforward neural network 
In a general form, the neural network consists of three network layers which are 

input layer, hidden layer (not required), and output layer. Each layer consists of one or more 
neurons. 

A feedforward neural network is neural network which is connected by 
unidirectional form between neurons. It means that data flows in only one forward direction 
between the input neurons, the hidden neurons (if any), and the output neurons. There is no cycle 
in the network. 

A multilayer feedforward neural network is neural network with one or more 
hidden layers (at least one hidden layer). That is the input neurons in one layer will be moved in  
a forward direction only to the neurons in the next layer. There is a connection form on layer by 
layer. As mentioned above, a multilayer feedforward neural network is shown in Figure 2.2. 

 

Figure 2.2  Multilayer Feedforward Neural Network with Two Hidden Layers 

   2)  Backpropagation algorithm 
   A backpropagation algorithm is one of learning algorithms which is the most 
popular algorithm. In the process of this algorithm, training input pattern is presented to the input 
layer in the network. After that, the network computes a training input pattern from layer to layer 
till output pattern is formed with the output layer. If an output pattern differs from an expected 
output pattern, it means that an error is occurred, and then the error is calculated and propagated 
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backward from the output layer to the input layer. This process of backward propagation is to 
adjust the weights for reducing that error. Figure 2.3 shows structure of multilayer feedforward 
backpropagation neural network. 

   

Figure 2.3  Structure of Multilayer Feedforward Backpropagation Neural Network 

   3)  Learning paradigms 
The learning paradigms are divided into supervised learning and unsupervised 

learning. The supervised learning is a technique for learning set of examples (called training input 
patterns). The training input patterns consist of many pairs of input and output (target) training 
patterns. The learning process is weights and biases of the neural network which are adjusted for 
moving the network outputs nearer to the targets. In contrast, the process of unsupervised learning 
is to adjust the weights and biases of the network in network inputs only. There are no target 
outputs available. Figure 2.4 and 2.5 show the process of supervised learning and unsupervised 
learning, respectively. 
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From  (Chow & Cho, 2007, p. 17) 

Figure 2.4  Process of Supervised Learning 

 

From  (Chow & Cho, 2007, p. 17) 

Figure 2.5  Process of Unsupervised Learning 
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   4)  Transfer functions 
The transfer functions, or activation functions, are to transform output of 

network layer. They calculate a layer's output from its net input. Thus, the outputs from both 
hidden layer and output layer are computed from these transfer functions. A specific transfer 
function is selected for satisfying some specification of the problem that will be solved by the 
neuron. There are varieties of transfer functions as shown in the following Table 2.1. 

Table 2.1  Transfer Functions 

Name Input/Output Relation Icon Matlab Function 

Hard Limit 0=a    0<n  
1=a    0≥n   hardlim 

Symmetrical Hard Limit 1−=a    0<n  
1+=a    0≥n   hardlims 

Linear na =   purelin 

Saturating Linear 
0=a    0<n  

na =    10 ≤≤ n  
1=a    1>n  

 satlin 

Symmetric Saturating Linear 
1−=a    1−<n  

na =    11 ≤≤− n  
1=a    1>n  

 satlins 

Log-Sigmoid ne
a −+
=

1
1   logsig 

Hyperbolic Tangent Sigmoid nn

nn

ee
eea −

−

+
−

=   tansig 

Positive Linear 0=a    0<n  
na =    n≤0   poslin 

Competitive 
1=a    neuron with max n  

0=a    all other neurons  compet 

From  (Hagan, Demuth & Beale, 1996, p. 6) 
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In terms of prediction application, an artificial neural network is popular for 
developing predictive model. This neural network is good for implementing a non-linear 
classification. Moreover, it can give better accuracy that ordinary statistical method for various 
problems (Munakata, 2008; Smith & Gupta, 2000). For these reasons, the neural network is used 
as a predictive model for classification of DHF outbreak risk.  

2.3  Proposed Predictive Model 

 The thesis proposes a predictive model for classification of DHF outbreak risk with 
hybrid method by using weather features as the input data. This hybrid method includes            
the entropy measure and the principal component analysis that are combined with the 
backpropagation neural network. The objective of using the entropy measure is to reduce 
redundant weather data patterns and select relevant weather data patterns for DHF outbreak risk 
and non DHF outbreak risk classification. The objective of the principal component analysis is to 
select principal features that are appropriate for dividing DHF outbreak risk class and non DHF 
outbreak risk class. The objective of using the backpropagation neural network is to predict the 
DHF outbreak risk. In addition, this predictive model aims to use a few number of data and 
features for producing useful information and principal features for building strong learning 
predictive model and building simplified predictive model. 

 Moreover, the predictive model is designed such that prediction for the next week can be 
done by using input data of one week ago. That means an input data of the previous week is used 
for predicting possible risk of DHF outbreak for the next week. 

The proposed predictive model is shown in Figure 2.6. There are three phases: 
information extraction, feature extraction, and prediction.  
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Figure 2.6  Phase of Proposed Predictive Model 

Weather features 

Feature extraction 

Information extraction

Prediction 

DHF outbreak risk 



 

CHAPTER 3 

METHODOLOGY 

 This thesis, as mentioned previously, proposes the predictive model for classifying DHF 
outbreak risk using weather features with hybrid method. Now, in this Chapter, the methodology 
of the model is described. This Chapter is organized into two sections that are overview and detail 
of the predictive model. 

3.1  Overview of Predictive Model 

 Prior to explain the detail of the predictive model, the predictive model overview in two 
main processes that are preliminary process and data modeling process will be mentioned           
as shown in Figure 3.1. 

Firstly, the data collection, of which the detail will be shown in the next Chapter,  
consists of weather features and DHF cases. The weather features are normalized to adjust         
its value and become a standard scale because the actual value of each weather feature is used    
as an input data set during the training process in prediction phase of data modeling process is    
in different value range. For example, the temperature measured in Celsius may be in the range of 
[10 , 50] but the amount of rainfall may vary from one millimeter to only few centimeters.        
Any feature with a large value will dominate any other features with smaller values during        
the neural computation. This means that the prediction accuracy may not be achieved as   
expected because the accuracy is dictated by the features with larger values. To resolve             
this problem, simple value normalization within the same range is applied to all features by using                   
the min-max normalization. Moreover, the percentile of statistical method is used to divide             
a number of DHF cases into two considered targets, including DHF outbreak risk class and
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Information extraction by entropy measure  

Feature extraction by principal component analysis 

Preliminary process 

Data normalization Classification of target  

Data collection 

Prediction by backpropagation neural network 

Data modeling process 

non DHF outbreak risk class. This percentile method is used because it can summarize 
quantitative terms of a data set and can rank the value of a data set into considered group. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1  Overview of the Predictive Model 

 Secondly, the weather data patterns that were derived from the normalization of five 
weather features of every week are used in the preliminary process. This preliminary process is 
divided into two phases that are information extraction and feature extraction. The information 
extraction phase is offered to reduce irrelevant weather data patterns and retain only those 
relevant weather data patterns by using the entropy measure. After that, the feature extraction 
phase is offered to reduce weather features and select principal features only by using the 
principal component analysis. 
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 The last process is the data modeling process. It is offered to predict between DHF 
outbreak risk class and non DHF outbreak risk class by using the backpropagation neural network 
with different data patterns of principal features set as input data. 

3.2  Detail of Predictive Model 

This section describes the detail of the predictive model which can be categorized into 
two main processes. 

3.2.1  Preliminary Process 
  This process observes two phases which are information extraction and feature extraction 
as shown in Figure 3.2.  
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Weather features 
Nu

mb
er 

of 
we

ath
er 

dat
a p

att
ern

s no. of weeks rainfall minimum 
temperature 

maximum 
temperature 

mean 
temperature 

relative 
humidity 

1 0.00 0.40 0.40 0.43 0.64 
2 0.11 0.48 0.43 0.54 0.71 
3 0.01 0.56 0.50 0.50 0.79 
4 0.01 0.42 0.51 0.51 0.65 

… … … … … … 

522 0.00 0.47 0.39 0.47 0.58 
 
 
 
 

 Weather features 

Inf
orm

atio
n e

xtr
act

ion
 

 
Nu

mb
er 

of w
eat

her
 da

ta p
att

ern
s no. of weeks maximum 

temperature 
mean 

temperature 
relative 

humidity 
1 0.40 0.43 0.64 
2 0.43 0.54 0.71 
3 0.50 0.50 0.79 
4 0.51 0.51 0.65 

… … … … 

174 0.63 0.68 0.36 

  Figure 3.2  Diagram of Preliminary Process 
 

 

Feature extraction 
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From Figure 3.2, the preliminary process shows that the information extraction phase is 
used to reduce a number of weather data patterns from 522 to 174 data patterns and the feature 
extraction phase is used to reduce weather features from five to three features. The detail of both 
phases are described as following: 

1.  Information extraction phase 
1)  Phase design 

a)  This phase uses weather data patterns of DHF outbreak risk class and non 
DHF outbreak risk class. 

b) This phase uses entropy measure to calculate entropy value of each 
weather data pattern by separating DHF outbreak risk class and non DHF outbreak risk class. 

2)  Phase detail 
The entropy measure is divided into two stages as following: firstly, a histogram 

is estimated and thereafter the entropy value is calculated. 
Stage 1 : Histogram 
This stage calculates a number of bars and interval of each the bar in 

equation (3.1) and (3.2). After that, they are used in creating histogram 

Number of bars = Square root of ( )n  

where n  is the number of all elements in weather data pattern 

Interval = 1/number of bars 

After that, the each value of weather data pattern is ranged into interval 
which is closely related to that value by using a histogram. 

Stage 2 : Entropy  
     After that histogram stage, the entropy value is calculated by defining as 

equation (2.1). Let ix  be the number of all elements in interval i , ( )ixp  be the probability of 
number of all elements in interval i . The probability of each interval is computed from the ratio 

(3.1) 

(3.2) 
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between the number of all elements in its interval and the number of all elements in weather data 
pattern. Moreover, box plot is used for selecting number of the entropy values of each class. 

2.  Feature extraction phase 
1)  Phase design 

a)  This phase uses five weather features. 
b) This phase uses principal component analysis to present principal 

features. 
2)  Phase detail 
This phase follows the process of principal component analysis by defining as 

equations (2.2) - (2.7). 
Note that : a number of eliminated eigenvalues depend on accuracy result in the 

prediction phase of data modeling process, if the accuracy result is dropped, the process of 
eigenvalues elimination and prediction phase would be terminated. 

After that, the result of preliminary process is used as an input data in the data 
modeling process. The detail of the data modeling process is described as follows:   

3.2.2  Data Modeling Process 
1.  Prediction phase 

1)  Phase design 
a)  This phase uses data patterns of principal features of DHF outbreak risk 

class and non DHF outbreak risk class from preliminary process. 
b) This phase uses backpropagation neural network to present accuracy 

result of prediction. 
2)  Phase detail 
The problem of predicting DHF outbreak risk is transformed to the problem of 

classifying data patterns of principal features into groups of different outbreak risks or targets. 
Then, the neural network with a backpropagation algorithm is used for classifying data patterns of 
principal features. The data patterns of principal features are partitioned into training set and 
testing set. The ratio between these two sets will be discussed in the Chapter 4, an experiment and 
result. The proposed neural network consists of three layers as shown in Figure 3.3. 
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Figure 3.3  Process of Classifier for Prediction in Proposed Neural Network 

From Figure 3.3, the structure of each layer is described as follows: the input 
data uses data patterns of principal features from one week ago that are assigned as the number of 
neurons in the input layer. The number of neurons in the hidden layer is determined by         
user’s experience and guesswork, and also neurons can be added if the network has barrier 
learning. The output layer uses two neurons to represent DHF outbreak risk class which is 
indicated with one and non DHF outbreak risk class which is indicated with zero. Furthermore,         
the outputs from both hidden layer and output layer are also computed from transfer function         
(log-sigmoid function). The log-sigmoid function is used because it takes any real values of input 
to generate output values into the range between 0 and 1 and this transfer function is commonly 
used in backpropagation algorithm neural network. 

 

 
 

 

 

 

 

Input layer Hidden layer Output layer 

DHF outbreak risk 

     Non DHF outbreak risk 

Data patterns of 
principal features 
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From the Figure 3.3, the functional operation of an artificial neural network can 
be represented as follows: 

[Non/Outbreak risk t] = FANN [(data patterns of principal features t-1)] 

where t is time (in the unit of week) to indicate the week of which the data 
belong 

    t-1 is one week before the week t 
    Non/Outbreak risk t is the targets at time t 
    data patterns of principal features t-1 is the input data at time t-1 
     FANN is function that transfers input data to targets based on the trained 

artificial neural network 

3.3  System Requirements 

The minimum requirement of both hardware and software for developing the proposed 
predictive model is shown in this section. 

3.3.1  Hardware 
1.  CPU : Intel(R) Core(TM) 2 Duo T7200 @ 2.00GHz 
2.  Ram : 1.00 GB 
3.  Hard disk : 120 GB 
4.  Monitor : NVIDIA GeForce Go 7200 
5.  Peripheral : Keyboard, Mouse USB 

3.3.2  Software 
1.  Operating system : Microsoft Windows XP Professional 
 2.  Model development : MATLAB 6.5 

 
 



 

CHAPTER 4 

EXPERIMENT AND RESULT 

 The methodology of the proposed predictive model comprises of mainly information 
extraction, feature extraction, and prediction phases are firstly explained. The experimental study 
will be represented in this Chapter. This Chapter is separated into three sections including 
materials, which can be divided into case study and data collection, data normalization, and        
an experiment and expected result.  

4.1  Materials 

 4.1.1  Case Study  
Chiang Rai province is the northernmost province of Thailand with an approximate of 

1,227,317 populations (Department of Provincial Administration [DOPA], 2009). The province is 
bordered by Myanmar and Lao People’s Democratic Republic. It covers an area of 11,678.4 km2 
in the north continental highland with forest, several flat river basins, and a density of 104.9 
people / km2 (DOPA, 2008). Weather of Chiang Rai is influenced by the northeast and southwest 
monsoon. Also, most of its area is mountainous and forested as well as far away from the ocean. 

The reason why Chiang Rai province has been chosen as a case study because this 
province is one of the provinces which has high number of DHF cases in Thailand. Moreover, in 
2007, Bureau of Epidemiology, Department of Disease Control, Ministry of Public Health has 
reported that it has been the first rate of DHF cases due to its 819 cases. The highest number of 
cases occurred in only one week is 220 cases that are shown in Figure 4.1. 
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Figure 4.1  Number of DHF Cases per Week in Chiang Rai Province 

                                           from January 1999 to December 2008 

 4.1.2  Data Collection 
The data collection consists of two data types for experimenting as follows: (1) the daily 

weather features which include rainfall, minimum temperature, maximum temperature, mean 
temperature, and relative humidity obtained from Thai Meteorological Department, and (2) the 
daily DHF cases obtained from Bureau of Epidemiology, Department of Disease Control, 
Ministry of Public Health. These data types have been provided since January 1999 – December 
2008. Then, data collection is totally contained 3,653 data. 

Since the proposed predictive model is designed to predict for week unit, so, these data 
types are converted from the daily data to the weekly weather features and the weekly DHF cases. 
The size of data collection is reduced to 522 (or 522 weeks). The example of data collection is 
summarized in Table 4.1. 
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Table 4.1  Example of Data Collection 

no. of weeks rainfall 
minimum 

temperature 
maximum 

temperature 
mean 

temperature 
relative 

humidity 
DHF cases 

1 0.00 11.60 29.40 19.59 75.86 1 
2 31.90 13.70 30.00 21.74 78.86 0 
3 4.30 15.60 31.40 20.91 82.14 4 
4 1.70 12.10 31.70 21.11 76.29 0 

… … … … … … … 

522 0.00 13.30 29.10 20.29 73.29 0 

4.2  Data Normalization 

The weather features are normalized by using min-max normalization in equation (4.1) 
(Priddy & Keller, 2005) for adjusting standard scale within the range of 0 and 1 or [0 , 1] in short. 
It means that this normalization transforms weather features from its value into a range of 0 and 1. 

               'ix  = ( )ettett argarg minmax − ×  
valuevalue

valueix
minmax

min
−

−  + ett argmin  , ni ,...,3,2,1=    

where ix  is the element of each weather feature 
           ett argmax  is the maximum desired range of values 
           ett argmin   is the minimum desired range of values 
           valuemax    is the maximum data of each weather feature 
           valuemin     is the minimum data of each weather feature 

An example of the weather data patterns that were derived from the normalization of five 
weather features of every week is presented in Table 4.2. 

(4.1) 
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Table 4.2  Example of the Weather Data Patterns from Normalization of Five Weather Features 
of Every Week 

Weather features 

Nu
mb

er 
of w

eat
her

 da
ta 

pat
ter

ns 

no. of 
weeks rainfall 

minimum 
temperature 

maximum 
temperature 

mean 
temperature 

relative 
humidity 

DHF  
cases 

1 0.00 0.40 0.40 0.43 0.64 1 
2 0.11 0.48 0.43 0.54 0.71 0 
3 0.01 0.56 0.50 0.50 0.79 4 
4 0.01 0.42 0.51 0.51 0.65 0 

… … … … … … … 

522 0.00 0.47 0.39 0.47 0.58 0 

4.3  Experiment 

The detail of experiment is described and shown based on methodology of the proposed 
predictive model by using weather data patterns as an input data as shown in Table 4.2. 

Prior to those three phases, the following step is done. The 85th percentile is used to 
divide the number of DHF cases for setting class of target that is considered i.e. the member 
between 0 to 17 refers to non DHF outbreak risk class and more than 17 refers to DHF outbreak 
risk class. Then, the non DHF outbreak risk class has 442 weather data patterns and the DHF 
outbreak risk class has 80 weather data patterns (442 plus 80 equal to 522 weather data patterns). 
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 4.3.1  Information Extraction Phase 
Figure 4.2 shows weather data patterns of DHF outbreak risk class and non DHF 

outbreak risk class without entropy measure. 

 
Figure 4.2  Weather Data Patterns without Entropy Measure 

From Figure 4.2, the weather data patterns of DHF outbreak risk class is indicated with 
red solid line and the weather data patterns of non DHF outbreak risk class is indicated with blue 
dotted line. Obviously, some weather data patterns of DHF outbreak risk class and non DHF 
outbreak risk class is overlapped. 

Therefore, this phase offers relevant weather data patterns of each class using entropy 
measure. This phase is divided into two stages which are histogram and entropy. In this phase, the 
first week weather data pattern in Table 4.2 is used as an example in the experimentation. 

Firstly, the histogram stage is used for estimating probability frequency of first week 
weather data pattern. 
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  1.  Histogram : this stage is divide into two steps as follows: 
Step 1 : Calculate number of bars with equation (3.1) 

Number of bars = Square root of (5) 
5 = the number of all elements in first week weather data pattern. 

= 2.236068 ~ 3 bars 

Step 2 : Calculate interval in each the bar with equation (3.2) 

Interval = 1/3 = 0.3333 

From weather data pattern of the first week, value of rainfall is ranged into 1st 
interval because it is in the range of 0 - 0.33, while value of minimum temperature, maximum 
temperature, mean temperature, and relative humidity are ranged into 2nd interval because they are 
in the range of 0.34 - 0.66. Thus, result of the histogram creation is shown in Figure 4.3. 
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        Figure 4.3  The Histogram Creation of First Week Weather Data Pattern 

Thereafter, this result of histogram creation is used in entropy stage for 
calculating entropy value for showing randomness level of first week weather data pattern. 

2.  Entropy : this stage is divided into three steps as follows: 
Step 1 : Calculate probability of number of all elements in each interval 

The probability in the first interval = 1/5 = 0.2 
The probability in the second interval = 4/5 = 0.8 
The probability in the third interval = 0/5 = 0 (elimination) 

Step 2 : Calculate log base 2 of the probability of number of all elements in each 
interval 

The log base 2 of the probability in the first interval = -2.32193 
     The log base 2 of the probability in the second interval = -0.32193 
 
 
 
 
 

Number of elements 

1  

2  

3  

4  

0 - 0.33 0.34 - 0.66 0.67 - 1 

Interval 

Bar Bar 
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Step 3 : Calculate entropy value as shown in Table 4.3 

Table 4.3  Calculate Entropy Value of Weather Data Pattern of First Week 

 

Probability of number of 
all elements in each 

interval 
( )ixp  

Log base 2 of  
probability of number of 

all elements in each 
interval 

( )ixp2log  

( ) ( )( )ii xpxp 2log∗−

 

1st interval 0.2 -2.32193 0.464386 

2nd interval 0.8 -0.32193 0.257542 

           ( ) ( ) ( )ii xpxpXH
n

i
2log

1
∑
=

−=  0.721928 

From calculation of this step 3, result of entropy value for weather data pattern of 
the first week is 0.721928. 

After applying entropy measure with weather data patterns of each class, a result for 
the weather data patterns of DHF outbreak risk class have high randomness level in a comparison 
with the weather data patterns of non DHF outbreak risk class that have low randomness level. 
So, high entropy values are selected for DHF outbreak risk class and low entropy values are 
selected for non DHF outbreak risk class. 

Moreover, box plot is used for selecting a number of entropy values for DHF 
outbreak risk class and non DHF outbreak risk class. The number of entropy values for DHF 
outbreak risk class is started from maximum entropy value to previous median entropy value. In 
contrast, the number of entropy values for non DHF outbreak risk class is started from minimum 
entropy value to previous median entropy value. These are illustrated in Figure 4.4 and 4.5, 
respectively. 
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Figure 4.4  Selecting Number of the Entropy Values for DHF Outbreak Risk Class 

 

Figure 4.5  Selecting Number of the Entropy Values for Non DHF Outbreak Risk Class 

As seen in Figure 4.4 and 4.5, the DHF outbreak risk class has 18 entropy values 
and the non DHF outbreak risk class has 156 entropy values. After that, weather data patterns 
which are closely related to selected entropy values of each class are selected as shown in    
Figure 4.6. 

Median entropy value 

Selected high entropy values 

Selected low entropy values 

Median entropy value 
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Figure 4.6  Weather Data Patterns with Entropy Measure 

From Figure 4.6, the weather data patterns of DHF outbreak risk class are possibly 
distinguished from the weather data patterns of non DHF outbreak risk class compared with the 
Figure 4.2. 

 4.3.2  Feature Extraction Phase 
This phase shows principal features set from five weather features using principal 

component analysis. The process of this method is referred from equation (2.2) to (2.7). 
       Step 1 : Gather and transform some data set 
       The weather data patterns of the both classes are gathered and transformed into 

522x5 matrixes (five dimensions or features). 
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Step 2 : Subtract the mean 
After that, mean of each the dimension is calculated into zero as shown in Figure 4.7 

with equation (2.2) and (2.3). 

Weather features 

Nu
mb

er 
of w

eat
her

 da
ta p

att
ern

s no. of weeks rainfall minimum 
temperature 

maximum 
temperature 

mean 
temperature 

relative 
humidity 

1 0.00 0.40 0.40 0.43 0.64 
2 0.11 0.48 0.43 0.54 0.71 
3 0.01 0.56 0.50 0.50 0.79 
4 0.01 0.42 0.51 0.51 0.65 

… … … … … … 

522 0.00 0.47 0.39 0.47 0.58 
Mean 0.12 0.61 0.51 0.60 0.64 

 

Weather features 

Nu
mb

er 
of w

eat
her

 da
ta p

att
ern

s no. of weeks rainfall minimum 
temperature 

maximum 
temperature 

mean 
temperature 

relative 
humidity 

1 -0.12 -0.21 -0.10 -0.17 0.00 
2 0.00 -0.12 -0.08 -0.07 0.07 
3 -0.10 -0.05 -0.01 -0.11 0.15 
4 -0.11 -0.19 0.01 -0.10 0.01 

… … … … … … 

522 -0.12 -0.14 -0.12 -0.14 -0.06 
Mean 0.00 0.00 0.00 0.00 0.00 

Figure 4.7  Example of Subtract the Mean of Each Dimension 
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Step 3 : Calculate the covariance matrix as shown in Table 4.4 from weather data 
patterns matrix whose mean is zero with equation (2.4). 

Table 4.4  Calculate the Covariance Matrix 

 1st feature 2nd feature 3rd feature 4th feature 5th feature 
1st feature 0.02 0.02 0.00 0.01 0.01 
2nd feature 0.02 0.05 0.02 0.04 0.03 
3rd feature 0.00 0.02 0.03 0.03 0.00 
4th feature 0.01 0.04 0.03 0.04 0.02 
5th feature 0.01 0.03 0.00 0.02 0.03 

Step 4 : Calculate the eigenvalues and the eigenvectors of the covariance matrix as 
shown in Table 4.5 and 4.6 with equation (2.5) and (2.6). 

Table 4.5  Calculate the Eigenvalues 

1st eigenvalue 2nd eigenvalue 3rd eigenvalue 4th eigenvalue 5th eigenvalue 
0.00054 0.00000 0.00000 0.00000 0.00000 
0.00000 0.00354 0.00000 0.00000 0.00000 
0.00000 0.00000 0.01311 0.00000 0.00000 
0.00000 0.00000 0.00000 0.03396 0.00000 
0.00000 0.00000 0.00000 0.00000 0.11406 

 

 

 

 



 41 

Table 4.6  Calculate the Eigenvectors 

1st eigenvector 2nd eigenvector 3rd eigenvector 4th eigenvector 5th eigenvector 
-0.04 0.06 0.85 -0.46 0.26 
0.50 -0.58 -0.14 -0.01 0.64 
0.36 0.65 0.16 0.55 0.35 
-0.79 -0.09 -0.03 0.29 0.53 
-0.03 0.49 -0.49 -0.63 0.35 

Step 5 : Choose components and form a feature vector 
What is done in this step is to reduce dimension by eliminating low eigenvalues. 

From Table 4.5, for example, the 1st eigenvalue is eliminated because its value is lowest. Since 1st 
eigenvalue is closely related to 1st eigenvector, therefore the 2nd, 3rd, 4th, and 5th eigenvectors are 
chosen, respectively and then four eigenvectors are formed in the columns of feature vectors that 
are the new data set which has only four dimensions including minimum temperature, maximum 
temperature, mean temperature, and relative humidity. 

Step 6 : Derive the new data set 
After forming feature vectors previously, what to do in this step is to multiply 

between the columns of feature vectors and the rows of mean-adjusted data with equation (2.7). 
The result of the new data set is shown in Table 4.7. 
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Table 4.7  Example of the New Data Set of Four Dimensions 

Weather features 

Nu
mb

er 
of w

eat
her

 da
ta p

att
ern

s no. of weeks minimum 
temperature 

maximum 
temperature 

mean 
temperature 

relative 
humidity 

1 0.06 -0.08 -0.05 -0.29 
2 0.06 -0.03 -0.10 -0.12 
3 0.10 -0.15 -0.08 -0.07 
4 0.12 -0.07 0.02 -0.19 

… … … … … 

522 -0.02 -0.07 -0.02 -0.25 

4.3.3  Prediction Phase 
This phase shows accuracy result of prediction by using backprobagation neural network. 

In process of this method, it is described about definition of structure and parameters are used for 
experimenting. After that, experimental result is followed. 

1.  Definition of structure and parameters 
The data patterns of four principal features, which are resulted from information 

extraction and feature extraction phases, are divided into two sets as follows: training set and 
testing set. The training set consists of 174 data patterns which are 18 data patterns from DHF 
outbreak risk class and 156 data patterns from non DHF outbreak risk class. Furthermore,         
the testing set consists of 348 data patterns which are 62 data patterns from DHF outbreak risk 
class and 286 data patterns from non DHF outbreak risk class. More details are illustrated in 
Appendix A for training set of the both classes and Appendix B for testing set of the both classes. 

The structure and parameters of prediction phase composes of three layers including 
input layer, hidden layer, and output layer. The input layer uses data patterns of four principal 
features including minimum temperature, maximum temperature, mean temperature, and relative 
humidity from preliminary process are assigned as four neurons in input layer. The hidden layer 
uses one hidden layer and the number of neurons in hidden layer is between 1 and 15 neurons. 
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The output layer uses two neurons to present DHF outbreak risk class and non DHF outbreak risk 
class. Figure 4.8 shows structure and parameters of prediction phase. 

 

Figure 4.8  Structure and Parameters of Prediction Phase 

2.  Experimental result 
After defining structure and parameters for experimenting, the 348 data patterns of 

testing set are used for evaluating accuracy result of the proposed predictive model. From Figure 
4.8, the experimental result in prediction phase of data patterns of four principal features shows 
that the accuracy is 89% as illustrated in Table 4.9. Moreover, the experimental results in 
prediction phase of all cases are shown in Table 4.8 and 4.9 also. 
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Table 4.8  Accuracy Results Obtained without Using Principal Component Analysis Comparing  
                  between Using and without Using Entropy Measure  

No. of 
weather 
features 

Weather features 
Prediction accuracy 

Without using 
entropy measure  

Using  
entropy measure  

5 rainfall, minimum, maximum, 
mean, and relative humidity 0.70 0.81 

Table 4.8 presents accuracy results obtained without using the principal component 
analysis comparing between using and without using the entropy measure with five weather 
features, which are rainfall, minimum temperature, maximum temperature, mean temperature, 
and relative humidity. The results show that using the entropy measure can obtain the highest 
accuracy around 81%, while without using the entropy measure, the accuracy is only 70%. 

Table 4.9  Accuracy Results Obtained from Using Principal Component Analysis Comparing 
                  between Using and without Using Entropy Measure  

No. of 
principal 
features 

Principal features 
Prediction accuracy 

Without using 
entropy measure 

Using  
entropy measure  

4 minimum, maximum, mean, 
and relative humidity 0.77 0.89 

3 maximum, mean, 
and relative humidity 0.80 0.94 

2 mean and relative humidity 0.74 0.85 
1 relative humidity 0.72 0.83 
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Table 4.9 presents the accuracy results obtained from using principal component 
analysis comparing between using and without using the entropy measure with each principal 
feature. The results show that using the entropy measure acquires more accurate than without 
using the entropy measure comparing each principal feature. With the entropy measure, the 
highest accuracy of 94% is occurred in case those data patterns of three principal features 
including maximum temperature, mean temperature, and relative humidity are used. 

Finally, the high accuracy result can be achieved from using the entropy measure 
combined with the principal component analysis. Meanwhile, without using the entropy measure 
and without using the principal component analysis give the accuracy results less than the 
previous one. From the accuracy results of both previous Tables, it can be summarized via 
illustration in Figure 4.9. 

 
Figure 4.9  Accuracy Results of Using and without Using Principal Component Analysis 

                           Comparing between Using and without Using Entropy Measure 
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Furthermore, the result of accuracy depends on the result of training time in the 
prediction phase. In other words, if the result of training time decreases, the result of accuracy 
increases. For this reason, it obviously indicates that using the entropy measure and using the 
principal component analysis for selecting relevant weather data patterns and principal features 
effect easily to training input data of neural network. Then, if input data are effective, training 
time is decreased and accuracy result is increased. More details are illustrated in Appendix C. 
 



  

 

CHAPTER 5 

DISCUSSION 

 In this Chapter, there are two aspects that are discussed from the experimental result 
stated at the end of the Chapter 4. This two aspects include comparison of predictive result and 
actual result (percentage error), and weather features analysis. 

5.1  Comparison of Predictive Result and Actual Result (Percentage Error) 

From the experimental result in Table 4.9, it shows that the highest predictive accuracy is 
94% on 348 data patterns of testing set (62 data patterns from DHF outbreak risk class and 286 
data patterns from non DHF outbreak risk class). Table 5.1 shows the result of predicting DHF 
outbreak risk class and non DHF outbreak risk class as the following. 

Table 5.1  Predictive Result 

 Outbreak risk Non Outbreak risk 
Test shows “Outbreak risk” 60 2 

Test shows “Non outbreak risk” 18 268 

From Table 5.1, the accuracy result of predicting DHF outbreak risk is 60, whereas,     
the inaccuracy result is 2. On the other hand, the accuracy result of predicting non DHF outbreak 
risk is 268, whereas, the inaccuracy result is 18. Then, the percentage error between predictive 
result and actual result is 6% ((18+2)/348). The cause of percentage error is the process of 
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selecting number of entropy values for DHF outbreak risk class and non DHF outbreak risk class 
which may not be good enough because there are a large number of selected weather data patterns 
of each class as shown in Figure 4.6. 

In order to improve accuracy result, the process of selecting a number of entropy values 
for the both classes should be modified by selecting fewer number of entropy values for the both 
classes. For example, the number of entropy values for DHF outbreak risk class may select top 10 
from the high entropy values and the number of entropy values for non DHF outbreak risk class 
may select top 80 from the low entropy values. These are illustrated in Figure 5.1 and 5.2, 
respectively. 

 

Figure 5.1  Modification of the Number of the Entropy Values Selection 
                                        for DHF Outbreak Risk Class 

 

Figure 5.2  Modification of the Number of the Entropy Values Selection 
                                        for Non DHF Outbreak Risk Class 
 

Median entropy value 

Selected high entropy values 

Selected low entropy values 

Median entropy value 
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5.2  Weather Features Analysis 

As seen from the experimental result in Table 4.9, the three principal features obtain 94% 
of highest accuracy result as follows: maximum temperature, mean temperature, and relative 
humidity. 

  Therefore, the factor analysis is introduced to explore three principal features whether 
they significantly affect the risk of DHF outbreak. In this analysis, a One-Way ANOVA, which is 
statistical analysis, is used to analyze those features. Table 5.2 shows p-value of three principal 
features with alpha (significance level) which is equal to .05. 

Table 5.2  P-Value of Three Principal Features 

Three principal 
features 

Maximum 
temperature 

Mean 
temperature 

Relative 
humidity 

p-value .244 .030 .005 

From Table 5.2, it shows that the mean temperature and relative humidity significantly 
affect the risk of DHF outbreak because the p-value is equal to .030 and .005 (<.05), respectively. 
On the other hand, the maximum temperature do not significantly affect the risk of DHF outbreak 
because the p-value is equal to .244 (>.05). The cause of a result from this maximum temperature 
is affected by slightly different patterns between maximum temperature and minimum 
temperature. For example, the pattern of the maximum temperature is 24.9 Celsius, whereas, 
pattern of the minimum temperature is 24 Celsius. 

Moreover, the main effect plot of three principal features is shown with mean plot in 
Figure 5.3, 5.4, and 5.5, respectively also. 
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Figure 5.3  Main Effect Plot of Maximum Temperature 

 
Figure 5.4  Main Effect Plot of Mean Temperature 
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Figure 5.5  Main Effect Plot of Relative Humidity 

From the main effect plot of three principal features, the result shows that the graph of 
relative humidity slopes more than graph of maximum temperature and mean temperature, while, 
the graph of maximum temperature has the least slope. The slope of graph is ensured from 
relation between feature and outcome. If the data have inconstant relation, the graph will be 
steeper than the one which the data that have constant relation. It can be concluded that maximum 
temperature has an effect on DHF outbreak risk but this effect is not significant, while, mean 
temperature and relative humidity have an effect on DHF outbreak risk and they are significant. 

The p-value and main effect plot results are confirmed from various experimental studies 
(Parker, 1952; Watts, Burke, Harrison, Whitmire & Nisalak, 1987; Wu et al., 2007). These 
studies show that the point of low relative humidity may support that Aedes mosquito which can 
more rapidly seek target hosts and support outbreak of the DHF infection. The high temperature 
may allow infective female mosquito survive for a long time, extend infection of DHF to vary 
other regions, and encourage developing virus rate is much faster. Moreover, relative humidity 
and temperature are crucial features as they affect to the life cycle of mosquito such as mating and 
oviposition. 
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Moreover, the both analyses represent that the relative humidity is more significant than 
the mean temperature because there is fewer p-value and more slope. It can be concluded that the 
most weather feature significantly affects the risk of DHF outbreak that is relative humidity in 
Chiang Rai province. 

Although the results of analyses show that the relative humidity is the most weather 
feature significantly affected the risk of DHF outbreak in Chiang Rai province, this result may not 
be concluded that relative humidity is the most weather feature significantly affected the DHF 
outbreak risk in all regions. It is so because this feature may be possible in specific region only. 
Then, other regions should be considered in order to discover and precisely understand about 
weather features affect to the risk of DHF outbreak in each region. 
 



  

 
 

CHAPTER 6 

CONCLUSION AND FUTURE WORK 

6.1  Conclusion 

 DHF has been emerged as a principal international public health problem. Moreover, 
trend of outbreak and the number of DHF cases increase yet. Therefore, predicting DHF outbreak 
should be proposed to monitor and prevent an outbreak of this fever in advance. 

However, the conventional predictive models use the large number of data and features 
as input data for developing data modeling. That is the reason why it causes the complex data 
modeling. Hence, a representative data and features that are preprocessed prior to the data 
modeling are proposed for solving complexity of data modeling and improving accuracy result of 
predictive model. 

This thesis proposed a predictive model for classifying risk of DHF outbreak using 
weather features as input data with hybrid method. This hybrid method includes the entropy 
measure for extracting relevant weather data patterns, the principal component analysis for 
extracting principal features, and the backpropagation neural network for predicting DHF 
outbreak risk. This predictive model was tested based on the condition of weather features and 
DHF cases from January 1999 until December 2008 with 348 data patterns of testing set. The 
evaluation result of the model achieves 94% optimal accuracy with data patterns of three principal 
features, including maximum temperature, mean temperature, and relative humidity compared to 
the actual data and the result of training time which consumed the fewest time for prediction. 
Besides, the relative humidity is observed to have the most direct influence to the DHF outbreak 
risk in Chiang Rai province. 
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  Finally, this proposed predictive model indicates that using the entropy measure and the 
principal component analysis that are combined with the backpropagation neural network give 
optimal accuracy result and also simplified data modeling.  

6.2  Future Work and Suggestion 

  As the proposed predictive model, there are three main issues that should be a suggestion 
and development afterwards for the future work in order to improve a model and its accuracy            
as follows: 

First issue, five weather features should be considered with other case study regions for 
investigating which five weather features significantly affect the risk of DHF outbreak in each 
region. Additionally, other environment features and weather features should be considered 
because those other features may affect a risk of DHF outbreak also. Thus, it is led to detect new 
feature that affects a risk of DHF outbreak in those regions. 

Second issue, weather features and environment features are varied according to the 
geographical region. Therefore, the accordance of data between feature and DHF infection should 
be considered. It means that data should be in the same level in order to solve directly the point of 
problem in each region level and improve prediction accuracy as well. 

Third issue, characteristics of input data may affect accuracy result because patterns of 
weather features in Chiang Rai province are slightly different. Then, any region which has various 
different patterns of weather features should be considered. Moreover, the prediction accuracy 
can be improved by modifying the number of entropy values selection to have fewer number of 
entropy values for both classes. 
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APPENDIX A 

TRAINING SET 

Table A1  Training Set of DHF Outbreak Risk Class 

No. Rainfall Minimum 
Temperature 

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

1 -0.02448792 -0.04622004 -0.12265502 0.185279376 0.291856797 
2 0.002109874 0.057569538 -0.09172463 0.029958784 -0.067407624 
3 -0.01047498 0.03771037 -0.06372009 -0.04516752 0.482866773 
4 -0.01120637 0.004668995 -0.07994271 -0.1067399 0.552679918 
5 -0.001962 0.019954954 -0.00580347 -0.12262279 0.587227859 
6 -0.00536285 0.036058529 0.011865411 -0.11835722 0.559695724 
7 -0.01274332 0.01346857 -0.03726352 -0.08443442 0.565168977 
8 0.006203585 0.060862133 0.150740858 0.38066947 0.55950269 
9 -0.00125527 0.043259344 0.031342459 0.541661209 0.458546427 
10 -0.02040328 -0.02243698 -0.21905837 -0.01398033 0.518554043 
11 0.004892194 -0.0450829 -0.15625204 -0.08356532 0.272118709 
12 -0.0025141 -0.04247241 -0.12549077 0.039602431 0.300303525 
13 -0.00714503 -0.01803145 -0.15997582 0.031843091 0.288235132 
14 -0.00940971 -0.00621057 -0.07161193 0.016578985 0.319517301 
15 -0.01645206 0.041286665 -0.01995895 -0.19797157 0.577608279 
16 -0.02280697 0.055690995 0.001073358 -0.15893687 0.582320543 
17 -0.01086751 0.053023126 0.10326431 -0.22938798 0.609991344 
18 -0.01213967 0.016789861 0.06027758 -0.23697011 0.587036385 
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Table A2  Training Set of Non DHF Outbreak Risk Class 

No. Rainfall Minimum 
Temperature 

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

1 -0.032733981 -0.141321766 0.055776895 -0.107822736 -0.80463816 
2 0.015577702 -0.204874763 0.047518859 -0.064016637 -0.664249884 
3 -0.000584972 -0.08501213 0.310455954 0.085664905 0.031879771 
4 -0.001070481 0.061095153 -0.083719015 -0.053516717 -0.285826783 
5 -0.009393537 0.120319066 -0.070212372 0.018835898 -0.191518294 
6 -0.008692774 0.12823918 -0.051460709 0.090388937 -0.149713082 
7 0.005618355 0.126814471 -0.011185349 0.175602219 -0.067541962 
8 0.02605661 -0.045071172 0.06572233 0.158736235 -0.040836511 
9 -0.005327184 0.00279858 0.021076684 0.093271136 -0.001370737 
10 0.024950764 0.042650095 0.084768893 0.006893182 0.054327243 
11 0.004449744 0.028264103 -0.079886275 -0.072933283 -0.32540097 
12 -0.002283612 0.078461257 -0.07743598 -0.08062246 -0.359245456 
13 -0.029779992 -0.01519902 -0.097756226 -0.377055372 -0.478885105 
14 -0.010889326 0.067352701 -0.05850421 -0.117366756 -0.486611183 
15 0.007718968 -0.063695371 0.051874342 -0.223660229 -1.010973926 
16 0.079807442 0.143249261 0.068372151 -0.094512358 -0.868415196 
17 -0.007249102 0.092553439 -0.070132794 0.030339539 -0.187863443 
18 -0.021066697 0.074244435 0.000322928 0.08306471 -0.323962344 
19 -0.005768364 0.043524304 -0.046624011 0.024544996 -0.265029076 
20 0.005125643 0.085995702 0.045083529 0.175340027 -0.304946369 
21 -0.04660661 0.134442253 0.003338245 0.167558638 -0.132336617 
22 -0.001073484 -0.014264825 0.039919004 0.237907277 -0.154473848 
23 -0.007227595 0.01962483 0.069958922 0.297829562 -0.154399907 
24 -0.0345083 0.066413332 0.04358507 0.282677415 -0.10859913 
25 0.022218259 0.020812484 -0.080145577 0.164367496 0.270430147 
26 -0.005262235 0.145501993 0.111800118 -0.244926374 0.235258301 
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Table A2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

27 0.024554508 0.041823187 -0.018702087 0.018517835 0.360133338 
28 0.010492593 0.010393004 -0.055970047 0.104292947 0.329399519 
29 -0.020994974 0.062709526 -0.091531892 -0.01332628 -0.191028621 
30 -0.01342612 0.071730036 -0.065458715 0.005779522 -0.243757557 
31 -0.046382364 0.091052591 0.071320733 0.25347511 -0.259792432 
32 -0.045278465 0.04417868 0.039948801 0.233014485 -0.18247064 
33 -0.024750278 0.042520206 0.083309783 0.299981454 -0.20216896 
34 0.03061089 -0.002005924 -0.009782187 -0.154670244 -0.693510722 
35 0.027007612 0.051640487 -0.02425738 -0.150896122 -0.651139364 
36 -0.023822405 0.041649394 -0.073804666 -0.078375222 -0.356810606 
37 0.041678326 -0.036395761 -0.095401475 -0.071629868 -0.252320638 
38 0.015140095 -0.025849431 -0.035675015 -0.171872977 -0.635852516 
39 -0.008273148 0.032560351 -0.051206324 -0.180757768 -0.616609599 
40 -0.012000187 0.014199306 -0.028066196 -0.207399221 -0.589207205 
41 0.039668031 0.062666573 -0.057003838 -0.123096429 -0.493589326 
42 0.017373896 0.019172079 -0.003395934 0.034325594 -0.374870244 
43 0.022295385 0.074656255 0.098997052 0.050459789 -0.336623586 
44 -0.00930135 0.058354848 -0.043047649 -0.027514103 -0.291140309 
45 0.007807367 0.01470963 0.027529997 0.084185464 -0.394705158 
46 0.045602202 0.021615369 0.028736202 0.102675567 -0.338450575 
47 0.019187406 -0.002667494 0.051005184 0.202112638 -0.255032452 
48 0.002636831 -0.007868777 0.047497801 0.227719801 -0.198682839 
49 0.006096882 0.034395056 0.059234116 0.219673395 -0.245699497 
50 -0.007464158 -0.057208502 0.074658506 0.326839968 -0.101063275 
51 0.016792645 -0.01720615 0.097943547 -0.010761621 0.057634403 
52 -0.030993441 -0.02541038 -0.097663617 -0.000918411 -0.130653167 
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Table A2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

53 0.01413934 -0.00641701 0.124255989 -0.200939744 0.079243706 
54 0.010034015 0.040898228 0.301168144 -0.410103445 0.130752732 
55 -0.017488506 0.048820503 -0.087865999 -0.053904811 -0.230329627 
56 -0.041095546 0.045994418 0.00049768 -0.325175178 -0.502333422 
57 -0.002037659 -0.011408592 -0.052142871 -0.142067963 -0.533517328 
58 0.035115284 0.047658753 0.003664174 -0.166971419 -0.339117589 
59 -0.02299586 0.043212738 -0.055848366 -0.050407851 -0.357976504 
60 0.013548209 -0.004564956 0.00701215 0.066076964 -0.354393672 
61 0.01931229 -0.016648275 0.076566343 -0.03850722 -0.17972732 
62 0.006642079 -0.059449977 0.018995379 0.153970831 -0.225114047 
63 0.001931494 -0.06764024 -0.046311907 0.038991774 -0.158950189 
64 0.008307581 -0.050293032 -0.004459376 0.173948728 -0.11348568 
65 -0.00517297 -0.009279113 0.021657072 0.055224061 -0.043125472 
66 0.010437881 -0.068815861 0.008197459 0.06630757 -0.069572406 
67 -0.02443418 -0.030960113 -0.100953744 0.033367606 -0.056043862 
68 -0.011367755 -0.07210455 -0.095159911 0.069948908 0.001382241 
69 -0.004784208 -0.020817311 -0.091382755 0.052982654 -0.0477594 
70 -0.027457948 0.018352277 -0.063026008 -0.002217238 -0.256505315 
71 0.011005654 -0.018840626 -0.034112728 -0.005626195 -0.344530946 
72 0.01138714 -0.013315308 -0.034724847 0.003264435 -0.327691953 
73 -0.00818493 -0.000373048 -0.045610495 -0.03394141 -0.364182456 
74 0.008292749 0.019222708 -0.048406713 -0.100302553 -0.476059459 
75 0.010090972 -0.026237047 -0.018065989 -0.114379273 -0.591412368 
76 0.003256416 0.054213064 -0.010151924 -0.054717628 -0.528964646 
77 0.033080725 0.019372372 -0.030225825 -0.097634669 -0.527826338 
78 -0.000789605 0.076666104 -0.050201881 -0.008435615 -0.31897467 
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Table A2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

79 -0.032399205 0.091952576 -0.032382259 0.039011005 -0.288269535 
80 -0.016131458 0.074998785 0.053945291 0.183245755 -0.320673946 
81 -0.008273793 0.102284073 0.067857356 0.254803441 -0.237513544 
82 0.047584451 0.014807399 0.004310471 0.1200488 -0.24787793 
83 0.028149434 -0.005178554 0.022805955 0.184584103 -0.191497913 
84 0.021948486 0.045029541 0.08510558 0.041602009 0.326772965 
85 0.039207471 0.051538709 -0.05093608 0.065501267 0.351094172 
86 0.032526859 0.001458591 -0.089459177 0.133130086 0.321528877 
87 0.00726556 0.0611895 0.375279499 -0.250518067 0.454628407 
88 0.025477702 0.051770071 -0.059900931 -0.11131372 -0.462504535 
89 0.014928816 0.059805447 -0.095686142 -0.072571153 -0.277930794 
90 0.02191088 0.049378101 -0.080288693 -0.174982965 -0.509482169 
91 -0.025185035 -0.032144895 -0.014094383 -0.071601222 -0.531465184 
92 0.014145873 0.013281456 0.183133844 0.071226854 -0.136698423 
93 0.00610768 0.035440966 0.17058513 0.078702417 -0.106839201 
94 0.015671566 -0.012958347 0.020701797 0.19900918 -0.158722956 
95 0.039399624 0.018645544 -0.00971149 0.047236816 -0.126251781 
96 0.057912487 -0.00673477 0.053696586 0.17235019 -0.009017029 
97 0.010571271 -0.033498041 -0.025605193 0.072304042 0.022079917 
98 -0.032306121 -0.053602608 -0.089311576 -0.028445866 -0.092920645 
99 -0.015146991 -0.065902473 -0.114680095 -0.03611538 -0.104759552 
100 -0.009896718 -0.057262378 -0.112233328 -0.037609196 -0.124824122 
101 -0.01571878 -0.011067802 -0.101688673 -0.191550559 -0.460706511 
102 0.003953406 0.051770586 -0.089883095 -0.104784642 -0.354785508 
103 -0.036616705 0.027170462 -0.064814645 -0.155453914 -0.529075115 
104 -0.043663664 -0.138705273 -0.020826004 -0.231036805 -0.774953926 
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Table A2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

105 -0.007238216 0.027558092 -0.070021304 -0.207460528 -0.516833849 
106 0.008269004 0.061568779 -0.049771547 -0.134146616 -0.541597794 
107 -0.018172632 0.038005147 -0.04806287 -0.108130407 -0.499154708 
108 0.005210078 -0.003758007 -0.002754479 0.007395883 -0.428892715 
109 0.020930237 -0.000107015 0.020094948 0.060208467 -0.40808327 
110 0.001729181 -0.028862481 0.020563587 0.158468936 -0.229606291 
111 -0.010583602 -0.004937865 0.053893124 0.179306274 -0.282110675 
112 0.054662673 0.072334427 0.109946563 0.204254039 -0.159419493 
113 0.022083548 -0.01899512 0.063979051 0.261255319 -0.080247831 
114 -0.005911689 -0.076570902 -0.026928154 0.117808945 -0.034366115 
115 0.039680963 -0.010559644 0.071993183 0.060821031 0.004504772 
116 0.003702214 -0.000463319 0.01400114 0.108439606 -0.024898805 
117 0.030248467 -0.003333675 -0.025230416 -0.093537434 -0.204649327 
118 -0.010810462 -0.089090838 -0.097320677 -0.013402025 -0.137398083 
119 -0.019036955 -0.05910595 -0.062290529 -0.019936849 -0.272626942 
120 0.003534741 -0.041800257 -0.04585384 0.01849826 -0.258453081 
121 0.00585458 -0.066908529 -0.095551747 -0.028378621 -0.172603487 
122 -0.013572906 0.012338928 0.004909138 0.049177394 -0.385381028 
123 -0.000845423 -0.004648991 -0.007008303 -0.001819808 -0.432062111 
124 -0.005186632 -0.013686496 -0.052974137 -0.002137015 -0.252182408 
125 0.013629393 -0.073605552 -0.049625524 0.002804576 -0.265779668 
126 0.01263343 -0.005303728 0.001032512 -0.149970395 -0.722662772 
127 0.006799958 -0.012222407 -0.00477868 -0.064035895 -0.548429931 
128 0.025165613 -0.049342254 -0.011744415 -0.066418708 -0.51894581 
129 0.044098962 -0.009237515 0.028090419 -0.009873233 -0.555067055 
130 0.029471507 -0.08148504 0.138774952 0.101353307 -0.085815851 
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Table A2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

131 0.000506162 -0.053615938 0.198731827 0.165061173 0.024247219 
132 -0.000216555 -0.067038047 0.156886124 -0.029735547 -0.0226874 
133 -0.057566568 -0.013502381 0.183376006 -0.133118392 -0.009831796 
134 -0.04447429 0.012463708 0.155667203 -0.21090783 0.008932788 
135 -0.01792932 -0.099382684 -0.065195282 -0.087486296 -0.092509854 
136 -0.01190894 -0.025298904 -0.111304559 -0.080069686 -0.197833862 
137 -0.032761904 0.026502629 -0.102586491 -0.082499917 -0.272519789 
138 -0.007239391 -0.011481805 -0.058125796 -0.202280179 -0.622627995 
139 -0.011088022 0.051699923 -0.046529899 -0.144395948 -0.571337383 
140 -0.000685213 0.039532063 -0.055361198 -0.116978273 -0.488756415 
141 -0.022680587 0.071127069 -0.036062962 0.03406651 -0.291283282 
142 -0.005029562 -0.005442913 -0.036890214 -0.086274488 -0.485438061 
143 -0.017111249 0.059073237 -0.040822618 -0.149214339 -0.601326906 
144 0.016547208 0.038715942 -0.029633456 -0.072307624 -0.490889717 
145 0.025744744 -0.021475388 0.021950155 0.063213424 -0.351774685 
146 -0.002668874 -0.029028629 -0.003205367 0.042307644 -0.360301307 
147 0.012265703 -0.034438392 0.074674382 0.256126102 -0.230278805 
148 0.018138043 -0.03753433 0.077917335 0.294975148 -0.169697065 
149 0.008821563 -0.08287737 0.106045654 0.122017939 -0.065602292 
150 0.029767469 -0.06642603 -0.03974619 0.125469154 -0.067834537 
151 -0.023459725 -0.000238418 0.092071552 0.119675705 -0.010959432 
152 -0.001854815 -0.002930315 0.200290911 0.051962974 0.09558206 
153 -0.006887917 0.064442056 -0.031489276 -0.078253432 -0.504418839 
154 -0.006974523 0.019170795 -0.104049093 -0.093134959 -0.281490022 
155 -0.019524197 0.038382115 -0.093515811 -0.101431817 -0.337198041 
156 0.001999682 -0.017628687 -0.067574328 -0.015070554 -0.252475433 
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APPENDIX B 

TESTING SET 

Table B1  Testing Set of DHF Outbreak Risk Class 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

1 -0.001322485 0.124741526 -0.092508873 0.032046801 0.342652208 
2 -0.010573516 0.074204564 -0.016623024 0.012513672 0.50853037 
3 -0.006084139 0.039341204 -0.060845093 -0.013241522 0.560904758 
4 -0.025081778 -0.009533539 -0.193019536 0.091883928 0.485884445 
5 -0.000104491 0.004677689 -0.167386866 0.160339346 0.534133048 
6 -0.019579952 0.039245512 0.185528789 0.022878684 0.648859549 
7 -0.006750367 0.040329475 -0.165396424 0.044052761 0.546585693 
8 0.002453364 0.074419301 -0.184689079 0.108301383 0.506084009 
9 -0.007681071 0.130119001 0.476138643 -0.306459171 0.683665419 
10 0.009950246 0.090453505 0.080505351 -0.028304062 0.612773779 
11 -0.023179815 0.082570321 0.335715553 -0.310672607 0.695409424 
12 -0.00038872 0.048906327 0.027937511 0.038771092 0.578634774 
13 0.001897081 -0.001570536 -0.145986175 0.113399741 0.524918092 
14 -0.020842795 -0.003248799 -0.055073522 0.173870464 0.536942482 
15 0.002209574 0.01802737 -0.174051011 0.087410804 0.5422595 
16 0.013379416 0.035931947 -0.108425781 0.091604675 0.569985582 
17 -0.001893512 0.070101071 -0.089516499 -0.074500477 0.554456785 
18 0.001163643 0.026363373 -0.14201764 0.160452748 0.576508752 
19 -0.000259703 0.045859104 -0.058925083 -0.067854941 0.58643839 
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Table B1  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

20 0.000417014 0.02113621 -0.183221491 0.203041196 0.594355144 
21 -0.027612924 0.051730055 -0.067482634 0.128557253 0.491731882 
22 0.003892103 -0.033255625 -0.168750219 0.131073953 0.550697501 
23 0.005581758 0.033129502 -0.187617571 0.078940127 0.598979317 
24 0.006686297 0.000130297 -0.060271095 0.275252704 0.5245406 
25 -0.009404702 -0.034220464 -0.107989749 0.207796675 0.513225411 
26 0.014147475 -0.001569786 -0.125069102 0.100566749 0.550105406 
27 0.007880686 -0.016578075 -0.101468803 0.060521879 0.539935113 
28 0.036881724 0.029133543 -0.138509453 0.134326704 0.533383694 
29 -0.019655273 0.034773958 0.123281926 -0.15273506 0.605371413 
30 -0.003612062 -0.008296571 -0.094309117 0.312082675 0.536254862 
31 0.017847579 0.06239205 0.115177893 -0.025404431 0.649394083 
32 0.013928201 0.050791691 -0.002111674 0.057025291 0.587238164 
33 -0.033416337 0.090136384 0.018044669 0.029939656 0.554516899 
34 0.007468284 -0.005549251 -0.173004713 0.102299022 0.52928946 
35 0.00845399 0.008183468 0.015086528 0.139358136 0.520893857 
36 -0.034333105 0.091405796 0.292018246 -0.245611279 0.581850965 
37 0.026342051 0.044246988 -0.064440487 0.225022523 0.517433636 
38 0.010386806 -0.01740787 -0.084219974 0.280041983 0.543204638 
39 0.004606152 -0.00084721 -0.118675405 0.138494966 0.523495484 
40 -0.001164939 0.009289592 0.068418104 0.089604283 0.595039226 
41 0.001012341 0.103446283 0.159634029 0.081035014 0.649644326 
42 0.036195068 0.059778796 0.039758375 0.118311066 0.624106456 
43 -0.01304888 -0.002077895 -0.028907489 -0.02511229 0.565861144 
44 0.021119511 0.024101317 -0.095478986 0.209810281 0.502489588 
45 0.003499249 -0.025712299 -0.046835252 0.035080769 0.479632351 
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Table B1  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

46 -0.013057785 0.069395724 -0.053491414 0.156066994 0.463214389 
47 0.009615101 0.018458609 0.056469438 0.043372407 0.604066079 
48 0.024069279 0.048205684 -0.090633059 0.035739898 0.533458853 
49 -0.012056973 0.016476656 -0.119089518 0.023949021 0.55095041 
50 -0.010860799 -0.042671874 -0.134399701 0.114531451 0.524377949 
51 -0.020266288 -0.019591168 -0.059005024 0.220474664 0.563856196 
52 -0.013894141 0.035886939 -0.093611035 0.100879676 0.521549201 
53 -0.003169576 -0.002612676 -0.106708993 0.012979157 0.547462163 
54 -0.013904642 0.022731317 -0.176986795 0.082852272 0.503714016 
55 -0.011179859 0.0227024 0.000913982 -0.082633852 0.580533772 
56 -0.003896752 0.029854607 0.054652204 -0.103139558 0.580488345 
57 -0.029533399 0.030051912 -0.095025255 0.115944921 0.497914454 
58 -0.007792565 0.008461315 -0.178926794 0.164708034 0.492502875 
59 0.007775133 0.042944054 -0.104013525 0.056059678 0.520504896 
60 -0.005310495 0.021629237 -0.03641359 -0.043197333 0.518748319 
61 -0.019643645 -0.009313428 -0.150239193 0.162894931 0.376232471 
62 -0.02063254 0.034812973 0.048458976 -0.056425056 0.518174669 
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Table B2  Testing Set of Non DHF Outbreak Risk Class 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

1 -0.036774764 0.063565191 -0.032409202 -0.10383183 -0.117563468 
2 0.055743255 0.09952713 -0.14801156 -0.081926015 -0.066171926 
3 0.012230885 0.09311862 -0.089012353 -0.015559483 -0.073325728 
4 -0.002404511 0.172060631 -0.035743303 0.160485278 -0.080342472 
5 0.021631471 0.079900403 -0.029457993 0.203320148 -0.00466563 
6 0.007163387 0.101289819 0.08834248 0.374715014 -0.092834928 
7 -0.028602842 0.024227043 0.138002582 0.445872056 -0.117412068 
8 -0.009920451 0.105637931 0.208410402 0.333886286 0.04703725 
9 -0.03410501 0.032979904 0.064900462 0.42254103 0.079548223 
10 -0.027091701 -0.051880562 0.075155374 0.089421548 0.074807047 
11 0.001804631 -0.011120249 -0.029040318 0.181759827 0.025320701 
12 -0.015794794 -0.079227773 0.03391587 -0.266531718 0.101579307 
13 0.010037629 -0.045444116 -0.0850078 -0.317358302 0.079984369 
14 -0.054220378 -0.004971994 0.595737277 -0.625999733 0.260963576 
15 -0.000820504 -0.023073418 -0.071727947 -0.184908362 0.082593565 
16 0.001301156 0.004624551 -0.076135764 -0.095595103 0.069587542 
17 0.005809331 -0.012789563 -0.026366337 -0.149227708 0.102928733 
18 0.004375927 -0.018935794 -0.0519536 -0.243011235 0.055529718 
19 0.006917688 -0.027649189 -0.16415012 -0.077073533 -0.001009347 
20 -0.007738062 -0.023001173 -0.165982629 -0.067749561 -0.022124022 
21 -0.004274829 -0.03672721 -0.140022325 -0.046845588 -0.031506256 
22 -0.021950129 -0.030763924 -0.109241611 -0.092131335 -0.200720069 
23 -0.016737383 -0.002523951 -0.030162519 -0.286711918 -0.073026632 
24 0.013168706 -0.028906473 0.01028836 -0.242299214 -0.074710808 
25 -0.038953484 0.023282991 -0.128275141 -0.119855864 -0.148829685 
26 -0.020519388 0.053632793 -0.060593918 -0.094918684 -0.430966586 
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Table B2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

27 -0.02647725 0.141264925 -0.008872526 0.069163611 -0.333968014 
28 0.007647989 0.07479903 -0.009018253 0.036533057 -0.372678235 
29 0.002973708 0.06138043 0.055272915 0.27408884 -0.060973287 
30 0.117627387 0.187777751 -0.005444693 -0.180812181 -0.053466223 
31 -0.008426496 0.037858302 0.127059692 0.024996914 0.158241615 
32 -0.026618068 -0.018220889 0.028607209 0.369328577 0.116165282 
33 0.009439851 0.102598342 0.251421444 0.029888082 0.296654859 
34 0.03082048 0.036060494 -0.085945449 0.108067264 0.21493208 
35 -0.026847829 -0.004042749 -0.035689476 0.071237912 0.203531445 
36 -0.011480238 0.014894168 0.182769401 -0.05227199 0.284671019 
37 -0.025518861 0.025264968 -0.096263704 0.08763435 0.137249631 
38 -0.00830139 -0.012658689 -0.040573696 0.015173265 0.331596563 
39 -0.011957824 -0.014943196 0.109076426 -0.174667768 0.374642026 
40 -0.018579753 -0.013645 -0.062793691 -0.156341831 0.307859565 
41 0.012312813 -0.029837183 -0.140951781 0.074170151 0.297245586 
42 0.007127316 0.037279361 0.108578286 -0.178790951 0.388764965 
43 -0.005984406 -0.03987702 -0.128009674 -0.172843801 0.290461017 
44 0.02241065 0.025440909 -0.055569465 0.036460002 0.327058513 
45 0.011116014 0.016015977 -0.046287398 -0.119351567 0.321609167 
46 -0.002840173 0.03426844 0.166146576 -0.161323593 0.363775641 
47 -0.025191514 -0.028979161 -0.132388793 0.017539549 0.267749401 
48 -0.008115821 0.011962673 -0.131597556 0.076316861 0.328847791 
49 -0.012895082 -0.039699388 -0.080167267 -0.078019421 0.331576732 
50 -0.016726519 0.044601554 0.216203318 -0.303355409 0.393249814 
51 -0.03431092 0.056471002 0.030582794 -0.128872038 0.25818049 
52 -0.029680027 0.054452304 -0.169862933 0.00738716 0.138224819 
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Table B2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

53 0.01358876 0.064796684 -0.170765432 -0.037003015 0.240860653 
54 -0.001707425 0.005772086 -0.191083684 -0.029884469 0.213173909 
55 -0.028068548 0.009369918 -0.129721147 0.056945491 0.178116435 
56 -0.00260608 -0.019280317 -0.101333718 0.120882429 0.13290094 
57 -0.015031809 0.053549668 -0.13902724 -0.040397039 0.198961681 
58 -0.046019767 0.193977273 -0.003574015 -0.060089203 -0.198109838 
59 -0.033319771 0.080244913 -0.093299706 -0.002777089 -0.171837838 
60 -0.024622193 0.072769292 -0.100991299 0.023919242 -0.095588703 
61 -0.030670054 0.118555135 -0.086935441 -0.00050406 -0.155978202 
62 -0.09028469 0.102719334 -0.105477446 0.029550704 -0.036285985 
63 -0.059479972 0.099880273 -0.100504813 0.006569914 -0.110720138 
64 -0.028063133 0.05427897 -0.12612548 -0.040463378 -0.109666085 
65 0.006552525 0.106664352 -0.032764719 -0.027043277 -0.415523021 
66 -0.007634559 0.11260982 0.013965307 0.079533341 -0.381846737 
67 -0.022873194 0.1094363 -0.092287187 0.001160173 -0.147153631 
68 -0.08218851 0.159784543 0.07993777 0.264243082 -0.289081267 
69 -0.03757469 0.178175975 0.033711607 0.148054115 -0.342645576 
70 0.010169733 0.025467592 0.121053319 0.393195636 -0.15073202 
71 0.007988124 0.087438916 0.106545819 0.233509648 -0.006342606 
72 0.107064989 0.14465347 -0.005170247 -0.143599049 0.183583645 
73 -0.007298227 -0.009298943 -0.046037685 0.25872655 0.164990715 
74 -0.020089826 -0.00489417 -0.020376885 0.225374231 0.086852436 
75 -0.012494976 -0.086249505 0.012019957 0.269404105 0.008389199 
76 0.0033283 -0.007592802 0.124434984 0.222649374 0.018099284 
77 -0.01063967 -0.06611761 0.054700903 0.334156138 -0.001439023 
78 -0.032909114 -0.142841578 0.147984015 0.512188174 0.00461658 
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Table B2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

79 0.080353962 0.047592808 0.083283068 0.100762825 0.089181501 
80 0.004341808 -0.043527586 0.111738048 -0.09247912 0.075964247 
81 0.032747743 0.001844107 0.058831682 -0.223535999 0.179553806 
82 0.008106732 -0.054556063 0.00821071 -0.163016261 0.155603442 
83 -0.031191639 -0.006225365 0.645947609 -0.547652673 0.326384159 
84 -0.003812823 -0.03275665 -0.000953971 -0.143234351 0.073503516 
85 -0.011804858 -0.00090189 0.208815906 -0.258926777 0.146344786 
86 -0.00113895 -0.048906076 -0.014793223 -0.194350403 0.077576451 
87 -0.001323396 -0.047179367 0.011740603 -0.162518226 0.067067367 
88 0.004985214 0.002061285 -0.049788546 -0.117579845 0.051564798 
89 0.000531962 -0.038400467 -0.156367216 -0.052984148 -0.016025896 
90 0.041498632 0.001994304 -0.003534691 -0.114942418 0.002545635 
91 0.065850623 0.076915866 -0.141381289 -0.124015464 -0.026727854 
92 0.008775573 -0.050293404 -0.152735021 -0.05719012 -0.038602464 
93 -0.054633965 0.042755315 -0.027619205 -0.056198949 -0.479698241 
94 -0.018525161 0.008813375 -0.080747495 -0.11528594 -0.350068902 
95 -0.023370245 0.066113923 -0.042142409 -0.089576623 -0.413399652 
96 0.016387639 -0.001949382 0.096707589 0.147676239 -0.504393471 
97 0.016713708 -0.028185481 0.092667909 0.298511069 -0.211617129 
98 0.010090372 -0.001639325 0.253689418 0.286451157 -0.160115874 
99 -0.005927014 -0.062853221 0.147697821 0.321167283 -0.049231658 
100 0.006410171 -0.078847142 0.08970712 0.299106088 -0.025244394 
101 0.022789567 0.004849551 0.249556723 -0.419245662 0.168107509 
102 0.021389664 -0.062401127 -0.062446258 0.013643177 0.064005563 
103 0.038612502 -0.028605034 -0.10493233 0.060241162 0.109098452 
104 0.002084048 -0.100153005 -0.036047037 -0.132691967 0.109738293 
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Table B2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

105 -0.006687235 -0.07303247 -0.018354784 -0.060010296 0.097115949 
106 0.00301131 -0.067437363 0.091611235 -0.263820761 0.152557214 
107 -0.016659167 -0.027653131 -0.073757198 -0.131183203 0.024045561 
108 -0.00112417 -0.109162618 0.013326072 -0.216113914 0.113779868 
109 -0.000464715 -0.077506279 0.103442337 -0.315529833 0.15420805 
110 0.001515085 -0.036512417 0.057978121 -0.301120498 0.089086112 
111 0.025856522 -0.040146081 0.010972397 -0.108029465 0.119515049 
112 0.029455882 -0.013683439 0.031589231 -0.166677418 0.108060472 
113 0.036361611 -0.020265951 -0.107695539 -0.138180145 0.079292803 
114 0.029770461 -0.076913274 -0.124934615 -0.122399632 0.078118027 
115 -0.008906055 -0.089109483 -0.128743965 -0.019339217 -0.005864849 
116 0.012151762 -0.064954852 -0.150522611 -0.12475623 0.048579717 
117 -0.030620865 -0.048015623 -0.043794919 -0.063009251 -0.359435006 
118 0.013004234 -0.02309166 -0.062384287 -0.160965986 -0.369784599 
119 -0.008849355 -0.031727415 -0.119012543 -0.147040211 -0.190167266 
120 0.046623927 0.057148052 -0.078734166 -0.31269527 -0.115473769 
121 0.0061385 -0.008742456 -0.148497808 -0.12161279 -0.150577701 
122 0.051388646 -0.020351613 -0.155634665 -0.167665753 -0.1680484 
123 -0.056849018 0.058041761 -0.079218442 -0.147087483 -0.476097078 
124 0.002268255 0.00622591 -0.105540504 -0.306811994 -0.260438993 
125 -0.024984382 -0.038688142 -0.082264319 -0.298065009 -0.366056358 
126 -0.000887133 -0.04429134 -0.127506296 -0.226795066 -0.429309213 
127 -0.006083502 0.011502725 -0.054475235 -0.092669363 -0.442668741 
128 0.009985346 0.0083673 0.065543868 0.126728465 -0.44221026 
129 0.007212747 -0.023710534 0.106973312 0.227016436 -0.39236695 
130 -0.007163789 -0.039172751 0.054383574 0.191078934 0.0187541 
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Table B2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

131 -0.025271392 -0.106947637 0.030364882 0.246426082 -0.063611867 
132 -0.008379945 0.001843617 -0.077073529 0.303033531 0.473746011 
133 0.01811708 -0.070762583 -0.029553281 -0.129409099 0.113171364 
134 0.003608145 -0.057589818 -0.101610652 -0.143135367 0.09046797 
135 0.000407242 -0.054535581 0.052894249 -0.179384064 0.140641622 
136 0.012045577 0.00709631 0.335081444 -0.422045424 0.221156766 
137 0.007042533 -0.00562562 0.292962553 -0.358562255 0.211223672 
138 0.006001993 -0.124318273 -0.125598382 0.044426329 0.079546171 
139 0.007367998 -0.10543805 -0.111126714 0.034867812 0.037825278 
140 0.034733676 -0.002623355 0.022853399 -0.134708158 0.009085302 
141 0.004691785 -0.033389939 -0.150160162 -0.088215165 -0.086716945 
142 0.023103169 -0.034370212 -0.0397517 -0.039601322 -0.381793833 
143 -0.000558481 0.075694227 0.006902007 0.072714562 -0.361670948 
144 0.003312906 0.000616619 0.10497074 0.308523165 -0.245224794 
145 -0.001173819 -0.010418565 0.133792227 0.384508617 -0.202214438 
146 -0.026199554 0.081017624 0.110565035 0.402552121 -0.116621579 
147 0.01892465 -0.012336201 0.078482867 0.360578149 0.0904781 
148 -0.002705896 -0.045904993 0.188179768 0.582438415 -0.018886799 
149 0.016654191 0.026295676 0.131558419 0.489499438 0.05492246 
150 0.021339545 0.020642826 0.093424857 0.115509378 0.143507356 
151 0.002518012 -0.022239784 0.047293098 0.390956431 0.160881064 
152 -0.002199604 -0.026544897 0.079661034 0.316569875 0.178979967 
153 0.003145594 0.054171854 0.238580598 0.229201706 0.305561898 
154 -0.002318386 -0.038959409 -0.111036369 0.201909365 0.320284899 
155 -0.002570832 0.042223266 0.042992439 -0.107296477 0.308470855 
156 0.005952844 0.041901711 -0.042752783 -0.016689441 0.308405916 
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Table B2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

157 -0.001294837 -0.024882353 -0.111460575 -0.021561168 0.287293674 
158 -0.013683278 -0.133449411 -0.035967471 0.077445955 0.282491943 
159 0.016248614 0.013253568 0.015760711 -0.098789748 0.383326988 
160 0.011641868 0.011021162 -0.002512596 -0.052463792 0.314583475 
161 0.029092134 -0.012766899 -0.044160676 -0.0388177 0.325298308 
162 0.003014496 -0.041625093 -0.099912091 -0.020153495 0.319858385 
163 -0.019529887 -0.028952327 0.117506768 -0.284022024 0.356345723 
164 0.031614159 0.032342358 0.064127893 -0.130339711 0.386542826 
165 0.003287051 -0.029883701 -0.105554833 -0.084621915 0.346664494 
166 0.006699596 -0.014626398 0.04041543 -0.047756408 0.407764341 
167 -0.027829175 -0.037191691 0.001426149 -0.129150081 0.35638981 
168 0.001889268 0.052978006 0.154516409 -0.295889004 0.34885841 
169 0.002524762 -0.028521331 0.071580636 -0.312500665 0.317221188 
170 -0.005077939 -0.026627299 -0.068027522 -0.112121271 0.278792362 
171 0.003821862 -0.004223126 -0.133541857 0.070886942 0.219245585 
172 -0.017125268 -0.067930198 -0.033565192 -0.041497246 0.240582259 
173 0.001555488 -0.034123269 -0.192350321 -0.074958556 0.204067267 
174 0.019663736 0.014476391 -0.168988129 -0.010548171 0.203251515 
175 0.010199015 0.031536008 -0.114695067 0.024386923 -0.035460634 
176 0.0140611 0.020445816 -0.113443556 0.041691347 -0.005537002 
177 0.010197677 0.023514565 -0.12265791 0.078536853 0.089868728 
178 0.029039961 0.084293802 -0.096996266 0.027866838 0.025876805 
179 -0.059963876 0.006025727 -0.105473022 -0.132190033 -0.210213595 
180 -0.034908341 0.036925159 -0.073168774 -0.152768767 -0.261886513 
181 -0.00992035 0.0323051 -0.067171693 -0.116199567 -0.448073795 
182 0.015562424 0.11025142 -0.055492811 -0.046991883 -0.37574088 
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Table B2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

183 -0.003898514 0.042891769 -0.024950027 -0.022630459 -0.42098077 
184 0.00353355 -0.002434046 0.046988702 0.06966779 -0.481949216 
185 -0.01664241 0.038850567 0.060855813 0.133472259 -0.425084754 
186 0.020959433 0.024929394 0.087569482 0.178303432 -0.424403647 
187 0.037273608 -0.013088575 0.202916996 0.390198249 -0.414325384 
188 0.015411877 0.007398778 0.136516989 0.286994613 -0.387887615 
189 0.06175272 -0.026659328 0.168269635 0.314318617 -0.429650156 
190 0.014834761 0.002604375 0.161012945 0.342752112 -0.367719926 
191 -0.009808137 -0.051106616 0.031865508 0.280054517 -0.030396416 
192 -0.039948115 -0.087898696 0.076511013 0.338152547 -0.08481437 
193 -0.029172852 -0.143009342 0.121275472 0.419263272 -0.059861044 
194 -0.011395296 -0.078379269 0.04746165 0.331810137 0.029001325 
195 -0.004405025 -0.031501707 0.035084906 0.263846251 0.02018416 
196 0.035042673 0.010230766 0.039931841 0.035194435 0.135375922 
197 0.022830569 -0.049100526 0.009803278 -0.103979725 0.174336917 
198 0.008456931 -0.117824347 -0.112973395 0.006946031 0.104081268 
199 -0.002530104 -0.07815824 -0.102300044 -0.102100098 0.07078566 
200 0.01368939 -0.103675806 0.005963285 -0.011321651 0.113827729 
201 0.004260106 -0.130017427 -0.030812826 0.093616266 0.120880426 
202 0.016372727 -0.039133805 0.153903515 -0.106746892 0.14024967 
203 0.023537292 0.02526764 0.355121467 -0.332913398 0.246064728 
204 0.027575913 -0.063099164 -0.128946037 -0.061454776 0.098225315 
205 0.012180414 -0.04831403 0.067667943 -0.15400781 0.152689901 
206 -0.018336128 -0.124847415 -0.04264208 -0.262248991 0.094419545 
207 0.012254391 -0.085807227 -0.128172709 -0.254439891 0.087729867 
208 0.00327791 -0.053970646 0.089183491 -0.272837225 0.170040296 
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Table B2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

209 -0.011083348 -0.027292613 0.024183295 -0.159741529 0.1258346 
210 0.004727812 -0.017136233 0.085702891 -0.228762008 0.129103076 
211 -0.009607068 -0.027363165 0.106020151 -0.225301136 0.09284125 
212 0.032966742 -0.042511041 -0.030623216 -0.125501397 0.108799643 
213 0.023186441 0.036325979 0.081433237 -0.186974099 0.126269939 
214 0.009793694 -0.054937573 -0.095054568 0.026131515 0.030414558 
215 -0.015633032 -0.050790832 -0.008958922 -0.150868178 -0.05703216 
216 0.014511705 0.040271098 -0.027239057 -0.248665428 -0.094024858 
217 0.037924551 -0.027992664 -0.13649563 -0.064107526 0.017016515 
218 0.040739084 0.015621077 -0.05616022 -0.263495943 -0.161468728 
219 0.007605649 0.02121822 -0.079591225 -0.098856112 -0.370945638 
220 0.023268611 0.042589262 0.018878016 -0.015199732 -0.548504851 
221 0.009427535 -0.028981241 -0.045306512 -0.117980916 -0.307434355 
222 -0.005821774 -0.060692789 0.079803614 0.25903131 -0.238864898 
223 0.013862644 0.018551635 0.113484185 0.348175974 -0.204541919 
224 0.007634785 -0.031411237 0.122803976 0.341652985 -0.237028838 
225 -0.018438833 -0.068308569 0.203955423 0.300386035 0.034302992 
226 0.005432714 -0.040026792 0.089689817 0.075917369 0.075314873 
227 0.008551371 -0.050262941 0.073791098 -0.145949964 0.076112927 
228 -0.015735714 -0.044294634 0.033476284 -0.140113707 0.085828434 
229 -0.006198118 -0.104941632 0.037837258 0.010893291 0.086627891 
230 0.017049264 -0.085937122 -0.096653313 0.064495915 0.07570129 
231 -0.022124321 -0.052909982 0.15266947 -0.204840568 0.12611067 
232 -0.006296513 -0.145490918 -0.083838721 -0.024667003 0.096397662 
233 0.027652337 -0.042241804 0.088799926 -0.226301443 0.174222721 
234 -0.008698117 -0.096114306 0.136617734 -0.146533161 0.176928909 
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Table B2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

235 -0.002068231 -0.118701508 -0.146037694 -0.157113777 0.060149661 
236 -0.002146983 -0.048456101 0.111753315 -0.151472682 0.142822425 
237 0.004922077 -0.029810848 0.286030341 -0.288806057 0.165842711 
238 -0.041276137 -0.074113879 0.163046298 -0.264062919 0.135579046 
239 0.014407193 -0.035698255 0.085931325 -0.12832748 0.160506838 
240 0.001838496 -0.033557457 0.168475448 -0.328266449 0.16963804 
241 0.031314153 -0.025786851 0.026117992 -0.176244106 0.118668787 
242 -0.003292725 -0.061096218 -0.065543425 -0.026130322 0.095539196 
243 0.015193473 -0.111112281 -0.102296274 -0.050961791 0.033646082 
244 -0.009328684 -0.036579109 0.38756938 -0.501447113 0.190377928 
245 -0.013390939 -0.028606087 0.032457128 -0.10274957 0.037613111 
246 0.012077493 -0.066218322 0.015572865 -0.111639689 0.089310875 
247 0.004865859 -0.032048941 -0.036564487 -0.264486471 0.009839785 
248 0.004580953 -0.050555295 -0.142693253 -0.045030735 -0.002888255 
249 -0.006376466 -5.80E-05 0.08305969 0.086090326 -0.573589222 
250 -0.048291854 0.010568666 0.053489678 0.045998033 -0.556217855 
251 0.01135039 -0.055773276 0.140646141 0.236959112 -0.478180528 
252 0.014152195 -0.058786243 0.189389944 0.27859106 -0.563417744 
253 0.00991956 -0.010690989 0.124072197 0.250498943 -0.409149641 
254 0.019279688 -0.056739277 0.209701926 0.358108547 -0.487424317 
255 0.020918309 0.052339284 0.141778882 0.292220025 -0.404922823 
256 -0.014455149 -0.087413511 0.183981584 0.237652558 -0.264673239 
257 -0.015964226 -0.131516986 0.172824254 0.460780717 -0.16985194 
258 -0.008939518 -0.141492274 0.255450854 0.61026593 -0.171205514 
259 -0.000755337 -0.12651912 -0.066448613 -0.105797409 0.106100278 
260 -0.011890413 -0.108871157 -0.004563171 0.051500069 0.097076255 
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Table B2  (continued) 

No. Rainfall Minimum 
Temperature  

Maximum 
Temperature 

Mean 
Temperature 

Relative 
Humidity 

261 0.025319138 -0.088227653 -0.08236036 -0.120438165 0.025749896 
262 0.01890561 -0.053493507 -0.004965607 -0.190669837 0.096388677 
263 0.00186091 -0.100603445 -0.07903288 0.0345219 0.102027111 
264 -0.024518376 -0.078395398 0.033640972 -0.174855481 0.116118182 
265 0.011767346 -0.025656966 0.206137114 -0.250803127 0.184018058 
266 -0.005717878 -0.090883544 0.049870356 -0.1087818 0.118590237 
267 0.016846587 -0.016913245 0.058056166 -0.156181649 0.138992794 
268 -0.028447821 -0.068361146 0.146547641 -0.210924812 0.146042863 
269 0.010832997 0.017018155 0.144817475 -0.217537282 0.137733665 
270 0.005083861 -0.043544182 -0.075001894 -0.246077178 0.03374402 
271 0.027674694 0.038117371 -0.06426464 -0.188269445 -0.180441279 
272 -0.02303733 -0.032375493 -0.066607387 -0.112455822 -0.417357492 
273 -0.00387384 -0.026520779 -0.021568753 -0.099731419 -0.283459916 
274 0.019938163 0.035497186 -0.028424212 -0.046473242 -0.447293009 
275 -0.004605436 0.023106591 -0.033799349 -0.048777452 -0.434479584 
276 0.071633657 0.084287533 -0.034319517 -0.229593193 -0.245887516 
277 -0.003027926 0.012702378 0.011097535 0.022099827 -0.453034785 
278 -0.059687066 -0.051091995 0.029806314 -0.132591304 -0.427840997 
279 0.009383192 -0.106714144 -0.000504383 0.033248108 -0.366792809 
280 -0.014318807 -0.129142802 0.054769716 0.33093567 -0.013244073 
281 -0.000109695 -0.006861919 0.125410782 -0.183104631 0.066076341 
282 -0.001126686 -0.086885255 -0.105552742 -0.032533787 0.073952792 
283 -0.006618481 -0.06537646 0.072600685 -0.210413296 0.042909799 
284 -0.045955063 0.004513497 -0.07852186 -0.079574115 -0.343872255 
285 -0.048926767 0.054124367 -0.002973207 -0.030651807 -0.516921376 
286 -0.048593559 0.095824558 -0.08231779 -0.091392486 -0.338890593 
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APPENDIX C 

TRAINING TIME 

 

 
Figure C1  Training Time between Data Patterns of Five Weather Features and Data 

                              Patterns of Each Principal Feature 

From Figure C1, it represents the result of training time with data patterns of five weather 
features and data patterns of each principal feature as follows: (1) 2,688 epochs with data patterns 
of five weather features (rainfall, minimum temperature, maximum temperature, mean 
temperature, and relative humidity), (2) 2,503 epochs with data patterns of four principal features 
(minimum temperature, maximum temperature, mean temperature, and relative humidity),         
(3) 1,358 epochs with data patterns of three principal features (maximum temperature, mean 
temperature, and relative humidity), (4) 4,825 epochs with data patterns of two principal features 
(mean temperature and relative humidity), and (5) 6,287 epochs with data patterns of one 
principal feature (relative humidity). 
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These results show that the minimum training time is 1,358 epochs with data patterns of 
three principal features, whereas, the maximum training time is 6,287 epochs with data patterns of 
one principal feature. It can be concluded that the number of appropriate data patterns and 
principal features effect the amount of few training time. 

 
 

Figure C2  Comparison of Training Time and Accuracy 

From Figure C2, it represents a comparison of the result of training time and the result of 
accuracy with data patterns of five weather features and data patterns of each principal feature as 
follows: (1) 2,688 epochs and 0.81 accuracy with data patterns of five weather features (rainfall, 
minimum temperature, maximum temperature, mean temperature, and relative humidity),          
(2) 2,503 epochs and 0.89 accuracy with data patterns of four principal features (minimum 
temperature, maximum temperature, mean temperature, and relative humidity), (3) 1,358 epochs 
and 0.94 accuracy with data patterns of three principal features (maximum temperature, mean 
temperature, and relative humidity), (4) 4,825 epochs and 0.85 accuracy with data patterns of two 
principal features (mean temperature and relative humidity), and (5) 6,287 epochs and 0.83 
accuracy with data patterns of one principal feature (relative humidity). 
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This comparison indicates that if the result of training time decreases, the result of 
accuracy increases, whereas, if the result of training time increases, the result of accuracy 
decreases. It can be concluded that the effective data patterns of principal features, which is data 
patterns of three principal features, provide the fewest training time and the most accurate result. 
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