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ABSTRACT

Online news is a well known application of information delivery in the age of digital
society. There is usually time consumption to explore all sources of the online news to consume
the information which is usually written with different writing styles to report the same event.
Especially, in the case of Thai online news, synonyms, acronyms, superfluous words, and jargon
words generally cause a redundancy problem for automatic text summarization. To deal with this
problem, this thesis proposes a method for summarization of the Thai online news using
a principle of summarization and an interpretation template. According to the principle of
the summarization, the interpretation template is generated and filled with the common content
extracted from different sources of the online news. To evaluate the quality of the summary,
the evaluation task is set up to assess the satisfaction of the readers by five evaluators. The
evaluation results show that the proposed method obtains 80%, 73%, 73% and 73 % of grammar,

conciseness, clarity and coherence scores.

Keywords: Text summarization / Multi-document summarization / Summarization generation
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CHAPTER 1

INTRODUCTION

1.1 Principle and Motivation

Text summarization is a process or a technique to be use in a computer to generate
a summary from text input. This summary may serve many purposes, for example, to present
the compressed descriptions of search results from search engines; to display summarized
information from the Internet on specific areas; and to summarize the news in SMS or WAP
format for mobile devices, etc. In addition, the rapid change of technology drives the Internet
to grow up as well as the volume of information over the Internet to dramatically increase.
Many information and services is turning on the Internet, for example online library, online
classroom, online shop, etc. Online news articles are one of the types of information available on
the Internet, because many publications are turning into public news services on the Web.
This causes information redundancy because the same article is reported in many sources
repeatedly. The text summarization is a possible solution to address the problem of overloaded

information and information redundancy.

News summarization is one of well known applications of the text summarization.
Basically, readers can access online news quickly through the Internet and the World Wide Web
technology. Although the readers can access the online news conveniently, it usually requires
much time for the readers to browse many sources on the Internet to consume the same news just
reported with different writing styles from many sources. Particularly, for the case of Thai online
news, synonyms, acronyms, superfluous words, and jargon words are generally associated with
the different writing styles. These words normally cause information redundancy and incoherent
problems which the traditional technique or the method of the text summarization using

the statistical based method cannot handle this problem of information redundancy and



incoherent. Additionally, the opinions from reporters are generally expressed explicitly,
which usually causes complexity for knowledge based summarization methods to distinguish

between a fact and an opinion.

To serve the requirement of the readers which is to consume non-redundant summarized
news in a short time and to obtain a compact summary having only the fact (without opinions)
from all sources, this thesis aims to develop an automatic news summarization method for Thai
online news. The method proposed in this thesis employs the principle of summarization
to extract the main content from the different sources and to generate the summary by completing

the developed interpretation template.

1.2 Objectives

The objective of this thesis is to propose a new method for summarizing Thai online
news articles from difference sources in order to save time for reading news from several sources
and provide an only relevant fact of the news. This thesis also aims to develop a system prototype

for an experimental study and to test the proposed method.

1.3 Scopes

The thesis approaches a method of an automatic Thai news summarization.
This Thai news is from different sources of online news. The output is a compact summary that

limits one sentence. The prototype is a web application for testing the proposed method.



CHAPTER 2

LITERATURE REVIEW

This chapter explains the literature review and the related works for an automatic text
summarization system. The proposed method and computational theories used in this thesis

are also explained in this chapter.

2.1 Literature Review

2.1.1 Automatic Text Summarization

Automatic text summarization refers to the process of identifying important information
and generating a condensed summary from the original document. Text summarization has been
proposed for many genres of documents such as news articles (Chen, Kuo, Huang, Lin & Wung,
2003), research papers (Ou, Khoo & Goh, 2005), legal documents (Farzindar & Lapalme, 2004)
and medical documents (Afantenos, Karkaletsis & Stamatopoulos, 2005). Types of
summarization can be categorized by considering the types of input documents, which can be
categorized into two types of methods including single document ((Ausdang & Chuleerat, 2003),
(Pensiri & Sukree, 2008), (Thana, Asanee & Caelen, 2007)) and multiple documents (Radev,
Winkel, & Topper, 2002). Generally, a single document summarization system aims to produce
a summary from one original document while a multi-document summarization system aims
to generate a single concise summary of a group of documents covering the same topic.
The summary should preserve a main idea of the information contained in the original documents.
This evidence presents that the multi-document summarization has more challenges than
the single document one in several aspects such as redundancy, cohesion, and coherence.
Consequently, traditional single-document summarization approaches do not always work well

for a multiple document.



The methods or the techniques used in the previous research are broadly categorized into
two types including a statistical based method and a knowledge based method. The statistical
based method emphasizes to use statistics to find representations of significant features such as
words, sentences or paragraphs in the original document for being selected as a summary.
Some techniques employing the statistical based method are singular value decomposition
(Ausdang & Chuleerat, 2003) and a centroid-based method (Radev et al., 2002). These methods
aim to extract relevant information from the original documents and to arrange the relevant
information in the summary as found in the original order. Ausdang & Chuleerat (2003) proposed
Thai text summarization using Singular Value Decomposition. This system is an extracted
paragraph by using the Singular Value Decomposition which is a linear algebra theory
to calculate and to find the paragraph vector. The vector having the highest score represents
the important paragraph, and the summary is extracted from that paragraph. These systems
generally give incoherent output because the extracted sentences are ordered without
consideration of the continuity of information. Radev et al. (2002) introduced a centroid-based
multi-document summarization system or MEAD. This system is a multi-document summarizer
that has been approached on statistical based methods. The system uses a centriod-based
technique which is a clustering technique to measure the centroid of the document’s cluster so
that scores of all sentences can be created in a cluster by considering features such as distances
between the sentences and the cluster centroid, distances between the sentences and the title, etc.
After ranking the sentences in the cluster, summaries can be produced by extracting the highly

relevant sentences according to a percentage of a compression rate.

On the other hand, knowledge based methods emphasize the use of techniques and
knowledge based techniques, such as natural language processing ((Ou et al., 2005),
(Farzindar & Lapalme, 2004)) Rhetorical Structure Theory ((Ou et al, 2005),
(Farzindar & Lapalme, 2004), (Radev, Otterbacher, Winkle, & Blair, 2005),
(Radev et al., 2002)), cross-document-relation (Radev et al., 2002), for processing
or synthesizing information which can then generate an abstract summary in the form of natural
language output. Rhetorical structure theory (RST) is a theory of the organization of natural text
that provides a framework and a useful method to analyze text structure in terms of relations

between parts of the text such as discourse structure (Mann, 1999). This method can address



the incoherent and the word ambiguity problems that occur in the statistical based methods
but the requirement usually implies complex methods and an additional step is often required

to perform the summarization.

For the previous research on the automatic text summarization for Thai language,
most of the research aims to summarize the single document by using statistical based
analysis methods ((Ausdang & Chuleerat, 2003), (Pensiri & Sukree, 2008), (Thana et al., 2007)).
This kind of the summarization system usually presents the summary in a non-natural language
form. A lack of content consistency which causes contrasting information is a result from a shift
of information in location of the context and the extraction without regeneration into normal
language. Additionally, there is generally a use of informal conversational language, superfluous
words, and jargon words produced in a variety of writing styles in Thai texts, which also usually
causes redundancy problems. Therefore, it is a challenging problem to obtain a good
summarization method which can eliminate the redundancy and generate compact readable

summaries.

To cope with the problems occurring in the previous Thai text summarization system as
mentioned before, this thesis aims to propose the method for summarizing Thai text. This method
approaches the knowledge based method by considering human’s knowledge being used

to generate the summary.

2.2 Proposed Method

This thesis proposes a new method of automatic text summarization to handle
the overloaded information and information redundancy problems. The method proposed here
is particularly to summarize the same Thai online news article from different sources and then
generate a compact summary. This proposed method employs the knowledge based method
to cope with the informal conversational language, superfluous words, and jargon words
produced in a variety of writing styles which usually cause redundancy problems in Thai text.
An analysis of the method is based on a principle of summarization. Additionally, this proposed

method aims to generate the compact summary according to the principle of summarization



concerning a story main idea referring to “Who do what? With whom? Where? How? Or Why?”
Therefore, the Interpretation template proposed in this thesis basically answers the question

through the interpretation template.

2.3 Principle of Summarization

In general, human creates summaries by reading and understanding a main idea
of a story. The main idea is “Who do what? With whom? Where? How? Or Why?”” The next step
is to rewrite on their own with their languages. The principles of summarization (Ratree, 2008)
basically explain how to make a summary. These principles can be summarized as follows:

1. Revise the story in the own language of a summarizer.

2. Transform words that are difficult to understand to more common words that
are easier to understand.

3. Transform first-person and second-person pronouns to third-person pronouns
or mention a name instead of a third-person pronoun.

4. Transform a conversation to narration so that there are no quotation marks.

5. There is unnecessarily a need to order the summaries as in the original version

of the texts, but the readers must be able to easily read and capture the main idea.

2.4 Natural Language Processing

Natural Language Processing (Liddy, 2001) is a subject between computer science and
linguistics that is concerned to use computational techniques for analyzing and representing
human natural language. Whereas the linguistics focuses on formal and structural models
of language, the computer science focuses on the development of data representation and

competence processing of these structures.

Basically, the natural language processing focuses on two distinctions: natural language
processing and natural language generation. Firstly, natural language processing systems aim

to force the computer to understand human language by converting the human language into more



formal representations such as parsing trees or first order logic that are easier for computer
programs to manipulate. On the other hand, natural language generating systems aim to convert

information from the computer into human like language.

2.4.1 Level of Natural Language Processing

In order to understand natural language texts or spoken languages that people use,
it is important for the computer to be able to process for understanding meanings of those
languages. Liddy (2001) divided levels of a language analysis into seven interdependent levels
referred as a synchronic model of language. Details are shown as follows:

1. Phonology; this level deals with pronunciation or interpretation of speech sounds
within and across the words.

2. Morphology; this level deals with the componential nature of words which are
composed of morphemes, the smallest parts of words that carry meanings or suffixes and prefixes.

3. Lexical; this level deals with lexical meanings of words and parts
of speech analyses.

4. Syntactic; this level focuses on analyzing the words in a sentences to uncover
the grammar and the structures of the sentences, therefore this level requires the grammar
and the parser.

5. Semantic; this level deals with meanings of words and sentences, determines
a possible meaning of a sentence by focusing on the interactions among word level meanings
in the sentence.

6. Discourse; this level deals with the structures of different texts using document
structures by focusing on the properties of the whole text that convey meanings and making
a connections between component sentences.

7. Pragmatic; this level deals with the knowledge from the outside which
is concerned in purposeful use of language in situations and utilizes context over and above

the contents of text understanding.



2.4.2 Parsing

Parsing is a process of syntactic analysis of input sentences to determine their
grammatical structures. It is an indispensable component in a natural language processing
system and plays an important role for systems such as machine translation, automatic
summarization, question answering, etc. Moreover, the parsing is a complicated task since
it must cover a broad range of linguistic phenomena. Especially, the parsing of Thai

language is a problematic task in Thai language processing.

To parse a sentence, it is essential to determine a way which that sentence can be
generated from the start symbol of the grammar. There are two essential ways of parsing
including top-down parsing and bottom-up parsing. Firstly, the top-down parsing begins
with finding left-most derivations of an input-stream and applying the grammar rules
to forward them to a top-down expansion. The example output of this parse tree is shown in
Figure 2.1. Secondly, the bottom-up parsing is opposite to the top-down parsing. It begins
with a sentence to be parsed and applies the grammar rules reverse derivations from

the terminal, the example is shown in Figure 2.2.

I nead the rules g
NP VP
PRON v WE
I need ART H
the rules

Figure 2.1 Top-down Parsing



S I need the rules
/ \
NP VP
? '\
Vv NP
§ o
PRON ART N

t EE

I need the rules

Figure 2.2 Bottom-up Parsing

2.4.3 Natural Language Processing Applications
There are many applications that apply natural language processing. The most well-
known applications that employ the natural language processing include (Liddy, 2001)
the following:
1. Information Retrieval
Information retrieval is science of searching documents that focus on a user
information need. An information retrieval task is concerned with retrieving relevant
documents to a query (Amit, 2001). The application of the natural language processing
to the information retrieval is such the intelligent information retrieval applying the natural
language processing to attempt to automatically assign controlled vocabularies, semantic
search expansion query and etc.
2. Question-Answering
Question answering refers to a task of automatically answering a natural language
question (Hovy, Gerber, Hermjakob, Junk, & Lin, 2000). To apply the natural language
processing to the question-answering system requires complex natural language processing

techniques to understand the text to perform correct answers.
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3. Machine Translation

Machine translation is a task of a computer to translate one natural language text
to another language (Dorr, Hovy & Levin, 2004). The machine translations apply the natural
language processing to a grammatical and syntactic analysis for improving the system.

4. Automatic Summarization

Automatic summarization refers to a process of reducing a text document or multiple
documents into a short summary but still maintaining a main idea of the original text.
(Goldberg, 2007). To apply the natural language processing in the automatic summarization

is to understand the texts and generate the natural language texts.



CHAPTER 3

METHODOLOGY

The thesis methodology consists of two sections which are an analysis and design phase

and an implementation phase as demonstrated in Figure 3.1.

Analysis and design phase

Muldtiple online news

Implementation phase

Symenymn to commren werd changing

Figure 3.1 Framework of Analysis and Implementation Phase
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Firstly, the design phase explains the proposed system of this thesis which covered
the system overview and details of each process in the proposed system. The second phase
is the implementation phase. This section shows the implementation of the system’s prototype for

testing the proposed system.

3.1 Analysis and Design Phase

This section describes the overview of the proposed system and the details of each

process in the proposed system, and simultaneously the examples of each process are provided.

3.1.1 System Overview

Multiple online news

. =

Word segmentation

Synenym te common word changing
Rule tagging
Template completing

Figure 3.2 Overview of the System
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The detail described here is the proposed summarization method for multiple documents,
which summarizes the same new articles from different sources of online news.
The overview of the system is shown in Figure 3.2. There are four processes proposed here
including (1) Text pre-processing, (2) Common sentence identifying, (3) Sentence parsing and

(4) Summarizing.

Firstly, the same news articles from the different online sources are input
to text pre-processing for sentence and word segmentation. In this process, all texts in all
documents are broken into sequences of words. The second process is common sentence
identifying which is used to find the overlapping content among input sentences by
computing the similarity of each sentence. The most similar sentences are chosen as relevant
sentences. The next process is the sentence parsing. The obtained relevant sentences in the
previous process are parsed and categorized into sets of labeled semantic roles.
The last process is the summarizing process. This process consists of three sub-processes
including synonym conversion, word labeling and template completion. The labeled semantic
roles are selected by using the developed tag rules to complete the interpretation template
to obtain a summary as an output. The interpretation template used here is predefined

regarding the principle of summarization.

The details of each process are described in the next section by using examples of

documents shown in figure 3.3 as input documents.

Document 1

a3 aunaamdsladiudilas lwseanie ainuaayuin

Polices from Thonglor Police Station amrested the car
robber at the accommodation in Sukhumwit.

Document 2

fuil 10 a8 AT ame mas T adunud Wansofita nindmayain
wdwnaeuanahisadid id Insasudand 10 au

Today Oct 10%  Thonglor polices arrested the gang of

carrobber at the accommodation in Sukhumwit. After
the investigation, this gang has stolen more than 10 cars.

Figure 3.3 Two Input Articles from Two Different Online Sources
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3.1.2 Text Pre-processing

Text pre-processing is an initial process to prepare the input data before passing into
the next process. For the system proposed here, the pre-processing stage is divided into two
sub processes which are sentences segmentation and words segmentation. Firstly, the process
starts with segmenting the input documents into sets of sentences and then segmenting the words
in those sentences. In this thesis, this word and sentence segmentation is done manually.
The outputs of those examples are shown below where D indicates documents and S indicates
sentences.

DISI: |a5.[au. nesvas| Ak duda Tes[u Tuejsojadeennjuoagyuing

DI1S1: Polices from Thonglor Police Station arrested the car robber at the accommodation in
Sukhumwit.

In this example, D1S1 is the sentence 1 from the document 1.

D2SI: |ﬁ”ufj|10|@1.ﬂ.\¢hsafﬂmmwa'a[“lﬁ’[wnﬁwﬁqm’ﬁﬁ’uqu|u,f“fqﬁ|ﬁ’ﬂ|ia|1‘7i|ﬁ’mﬁ'ﬂ|fim|qﬂgu3m
D2S1: Today Oct 10" , Thonglor polices arrested the gang of car robbers at the accommodation
in Sukhumwit.

In this example, D2S1 the is sentence 1 from the document 2

D2S2: mﬁ’qmﬂm@umu\wun'ﬂfﬂi|ﬂfju|ﬁ|‘lﬁ’|mTm|sa|m|uﬁ'a|m'1|10| Al

D28S2: After the investigation, this gang has stolen more than 10 cars.

In this example, D2S2 is the sentence 2 from the document 2.

3.1.3 Common Sentence Identifying

From the above sentences, the common information among groups of documents
is defined by identifying the relevant sentences having overlapping information or the main idea.
The cosine similarity (Garcia, 2006) between a pair of sentences is used to identify the relevant

sentences. The cosine similarity is defined in equation (3.1).

k
2a, ><bj

Sim(S,,S,) =  F——fF— 3.1)
JEax 50
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Where, S, and S, are input sentences.
a,, a,...,a, are words contained in sentence S,

b,, b,....,b, are words contained in sentence S, .

In this paper, the sentences having less than 5 words are ignored. From the equation (3.1),
Zik:l a, xb ; represents the appearances of the words in both sentences (S, and S,) while a, and b,
represent the simultaneous appearance of all words in S1 and S2 respectively. To address an issue
of differing sentence lengths, greater differences have an impact on the similarity value.
The approach used here determines the threshold of the difference in the sentence length

as|a - bl>10.

The cosine similarity process starts with identifying if the word appears in each pair of

compared sentences. Table 3.1 shows the appearance status of each word in D1S1 and D2S1.

Table 3.1 Word Appearance Status in Sentence D1S1 and D2S1

D1S1 D2S1

10 0 1
9.9 0 1
a9 0 1
o 7
LAIA 0 1
Ve 1 0

9

197 1 1
a1 1 0
NN 0 1
T3 1 0
14 | 1
3. 1 0

A5 0 1
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Table 3.1 (continued)

D1S1 D2S1

1o 1 0
NPINA0 1 1
i 0 1
T 0 1
81U 0 1
50 1 1
AN 0 1
it 0 1
. 1 0
YN 1 1
WoINn 1 1

From Table 3.1 which shows the number 0 and 1, these numbers are the appearance time
of each word in each sentence.

The cosine similarity of D1S1 and D281 is defined as

= 0.404.

Sim(D1S1, D2S1) =

6
V13x17

The cosine similarity of D1S1 and D2S2 is defined as

4
Sim(D1S1, D2S2) = ——— = 0.287.

V13x15

From the above 3 sentence examples in section 3.1.2, all cosine similarities of each pair
of the sentences are
Sim (D1S1, D2S1) =0.404.

Sim (D1S1, D2S2) =0.287.

The sentence pair having the highest similarity score is chosen to be the relevant
sentences and the inputs for the next process. As shown in this example, the sentence 1

of the document 1 and the sentence 1 of the document 2 are selected.
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3.1.4 Sentence Parsing

This process labels all words in the relevant sentences with syntactic roles. The roles
used in this paper are shown in Table 3.2. The process which is done manually for this thesis
is the grammar used in “Principles of the Thai Language” by Kumchai Thonglaw (1997).

From the above two relevant sentences, the roles are labeled as shown in Figure 3.4.

Table 3.2 Label Roles of the Grammar

Syntactic role Notation
Noun N
Verb v
Auxiliary Verb Aux
Adverb Adv
Adjective Adj
Conjunction Conj
Object OBJ
Pronoun Pron
Preposition Prep
Noun Phrase NP
Verb Phrase VP
Preposition Phrase PP

From the previous process of the common sentence indentifying, the sentence 1
of the document 1 and the sentence 1 of the document 2 are selected. In this process, these two
sentences are parsing with the syntactic roles shown in Figure 3.4 and 3.5. Figure 3.4 shows
the parsing of the sentence D1S1, which consists of groups of noun phrases and verb phrases.
These groups of noun phrases are both the subject and the object of the sentence, such as the noun
phrase is a subject consists of a group of nouns; #13. (Police), &¥U. (Police station) and 7109100

(Thonglor; the name of location).
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Sentence D1S1
NP (SUBJ)
N N N
As. A4, Nogvde
Aux V V

vlvs 58 vewin ued AuNdn

Figure 3.4 Role Parsing of Sentence D1S1



Sentence D2S1

NP (SUBJ) VP

N Num N N N

U 10 A, 6190 Noaviao

VP VP NP (OBJ)

AT

AuxV N Vv Vv

T ommar W dun

N VP PP
1N IA /\
v N Prep NP
o oso W A
N N N

Hiowin g ayiin

Figure 3.5 Role Parsing of Sentence D2S1

19
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3.1.5 Summarizing
This process mainly generates a summary. There are three databases used in this process
including the synonym database containing sets of synonym words, the tag rules database
containing the rules used to tag the words for completing the template and the interpretation
template database containing the rules for filling information to the template. From Figure 3.2,
there are three sub-processes in the summarization process as follows:
1. Synonym to common word changing
This process connects the synonym database to detect the word synonym and then
identifies the common word. Figure 3.6 shows the process of changing the synonyms
to the common words of the sentence D1S1. From the above two relevant sentences, the labeled
roles in the previous process are used to detect a common word in the synonym database.
The common word is a root of a synonym set which is predefined in the synonym database.

The same process is also used for D2S1.



Synonym Database

A
»

L

e

A1530 AT TN EAUATING

=

=l -
ga1dA1I AW, I3 nin

e o Fu wf o
IRGIGHEIEPNE T,

g &0, 80 Tue, Tasnssy
AL

UG, A=A, LTI Y,

SEALENCERIC AR

: Detect

Sentence D151

Nas. Nau. Nnawmas Auxla Vidr Vivdia
Nias Value N3a Va1 Neieain Nua: Nayuin

¢ Change

Sentence D151 output:

Ndrsn Naamidasm Nnemas Auxla
Vg1 Viu Nias Value N3a Vel Nyanin
Nugr Ngaum

Figure 3.6 The Process of Changing Synonym to Common Word of Sentence D1S1
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Sentence D251
- . .
Niut Num 10 Na.a Ndais1a Nneamas
Auxd Vi Nerds Vidh Viauau Nufm

Wan Nro Prepil Nytanin Nim Nayuin

‘ Change
Sentence D251 output:

k]
Niutd Num 10 Naaway Néd1iaa Nneamae
Auxla Vi Ned: Vidn Viu Nufim

Valus N3o Prepil Nifanin Nuaa Nawuin

Figure 3.7 The Process of Changing Synonym to Common Word of Sentence D2S1
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2. Rules tagging
After obtaining the set of the common words from the above relevant sentences, then
the pre-defined tag rules are used to tag the words or phrases to be filled into the interpretation
template. These rules are constructed with principles of Thai language knowledge. There are six
types of tag rules used in this paper including When, Who, Whom/What, Action, Where,
How/Why tags. The basic details of these tags are shown below.
1) When tag: defined as follows
a) Numbers beginning with the clue words such as “’311‘!17; (date)”, “’Tuﬁ
(today)” “Lﬁ@’ﬂuﬁ (yesterday)”
b) Numbers referring to the months such as 191 (December), HNFIAY
(January), N.W. (February).
2) Who tag: defined as follows
a) A noun or a noun phrase that is a subject Noun or a noun phrase
beginning with the cue words such as W18 (Mister.), W& (Miss), or words that show a title
of a person, for example AHNT 1158 (Professor), Fouton (Captain), ﬂmﬁﬁjﬁ (Lady), etc.
3) Whom/What tag: defined as follows
a) Noun or noun phrase that is an object
4) Action tag: defined as follows
a) Verb or verb phrase of a sentence
b) Consider only a main verb
5) Where tag: defined as follows
a) Noun or noun phrase beginning with a preposition word used to identify
a place, such as 17] (at), 1u (in), 1nd (near), etc.
6) How/Why tag: defined as follows
a) Phrase or sentence beginning with a preposition or a conjunction word

such as 4 (which), 1D (for), Tag (by), (H99910 (because), etc.

As mentioned above, there are some tag rules considering the subject and the object
of the sentence other than the words or the phrases for tagging. In this thesis, the classifications
of the subject and the object of the sentence have done manually together with the process

of sentence parsing.
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The examples below demonstrate the outputs of the rule tagging:
Sentence D1S1, this sentence has only 3 tags including
{WHO} A3 EDINAITIINBINIAD (Polices from Thonglor police station)
{ACT} W19 (arrest)
{WHOM/ WHAT} 195 Tu1&/59 (Car robber)
Sentence D2S1 has 6 tags including
{DATE} 109a1A4 (10 December)
{WHO} ¢1579M0411a0 (Tonglor’s police)
{ACT} W1n189 (lead to)
{ACT} 191 (arrest)
{WHOM/ WHAT} unany Tuasn (Gang of car robbers)
{WHERE} ﬁﬁ@ﬁﬁﬂﬁiuq ﬁlgiﬁ‘ﬂ (at the accommodation in Sukhumwit)
3. Template completion
The interpretation template is developed here using the principle of summarization,
news component and reader satisfaction (Lynch, Nesbitt & Duke, 2002). Basically, in order
to fill the interpretation template, it is necessary to answer the questions “Who, does What with/to

Whom/What Where, Why/How and When” The interpretation template is shown in Figure 3.8.

<WHEN=,

<WHO=<ACT><WHOM/WHAT>=WHERE>=WHY/HOW>=

Figure 3.8 The Interpretation Template

The process that completes the template requires rules to select the tagged information
from the previous process to fill into the template. The rules for filling the template used in this
thesis are shown below.

1) For the same tags from the different sentences having the same meaning,
the longer word is selected to fill the template. For example,
DIS1:{WHO} f13529a0111529N094ae (Polices from Thonglor police station) and

D2S1: {WHO!} #1579193911a0 (Thonglor’s police).
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Because the {WHO} tag of D1S1 is longer than those D2S1, the {WHO} 131 FDINAITIIND
#ae (Polices from Thonglor police station) of D1S1 is selected to fill the template.

2) For the same tags from the same sentences, the tags that particularly overlap
with other sentences are considered particularly. For example,

DIS1: {ACT} 19191 (arrest)

D2S1: {ACT} W1n1a4 (lead to) and {ACT} 9191 (arrest)
Because {ACT} 19U (arrest) of D1SI overlaps with {ACT} 19191 (arrest), the {ACT} 919U
(arrest) is selected to fill the template.

3) If the information of WHO, ACT and WHOM/WHAT tags is blank,
the system will return to the common sentence identifying process to select other sentence pairs.

4) When WHEN, WHERE and HOW/WHY are missing, the system will be
allowed to generate a summary without those tags.

From the relevant tags information from the process of rule tagging in section 3.1.5.2.,
after selecting the information to fill the template in this process, the result of this process is now
shown as follows:

Fuit 10 qanaw, MsrnaniisismemaedisyTes Tvuesafivearingugyuin
On October 10, the polices in Thonglor police station arrested the car robber

at an accommodation in Sukhumwit.

As mentioned before, the prior processes including the text pre-processing, the common
sentence indentifying and the sentence parsing are done manually to prevent the errors from

the parsing process.
3.2 Implementation Phase

The implementation phase shows how to implement the system’s prototype. This thesis
attempts to develop the prototype of system based on the web application which concentrates on
the only summarizing process in the proposed system. The implement of the prototype consists

of the synonym database and the interface, and their details are explained as follows.
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3.2.1 Synonym Database

This thesis constructs a synonym database for testing the process of a synonym
to common word change which contains words and synonym words. The words and their
synonyms are collected from many sources of Thai online news. This database has one table,
which is a synonym table consisting of three attributes including word, status and set.
Details of the synonym table are shown in Table 3.3. An example of the synonym database used
in this thesis is shown in Table 3.4. The word refers to words and also their synonyms. The status
means the status of each word. There are two kinds of the status used in this thesis including
the common status and the unidentified status. The set indicates the same type of the synonyms.

This synonym database used in this thesis is shown in Appendix C.

Table 3.3 Details of Synonym Table

Attribute Name Type Length Primary Key
words char 50 Yes
status char 20 -

Set integer 10 -

Table 3.4 Example of Synonym Table

Words Status Set
08, unidentified 1021
mﬁmimmmazm common 1021

TUNNUAULNITUMTOIHITHAZ Y unidentified 1021




27

3.2.2 The Implementation of the Rule Tagging and Filling
In this thesis, the rules that are used to tag and select the information to fill
the template are implemented with PHP language by using If-Else statement. The examples

of the rule implemented with the If-Else statement are shown in Figure 3.9.

.. o = 3 L oLoqu
IF word*s property = preposition and beginning word = 1 (at), T (1), 1na (near)

THEMN label “WHERE"

Figure 3.9 Example of If-Else Statement for Tagging Where Information

3.2.3 User Interface
The user interface is a part of human (user) and computer interaction. In this thesis,
the user interface (GUI) consists of two main interfaces including the input page as shown in
Figure 3.10 and the output page shown in Figure 3.11. These two interfaces are implemented with
HTML and PHP language.
1. Input page
The input page allows the user to interact with the system. The user inputs two
sentences that are already done by the process of sentence parsing. The system will be executed

a summary of the two input sentences by pressing a ‘Sum’ button.
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|| sum demo ]

PrincipleSUM(DEMO)

Sentence 1

N ] ) o N - [ -
Conj_uf1a |N_Tuf|Num_19|N_s.m. | Prep_| N_nsewswanaisadn | Subjnp_uw.fivani faas mnanisamisuas
e | N_ae [V_iflaen | Aux_in | Vp_l6suudain] Objvp_finsanaaudininasnudinialaauTifudumaanas
AQTUWLILIALTILW

Sentence 2

Conj_l.ﬁa | N_i’uf"l [Num_19|N_fuau| Conj_ﬁ IV_ginu | Adv_an|Subj:np_uw.fivini At aInEnIsAALASSUANS
amsuazen |V_na1in | Np_dninusaenssunisamisuaten | N_ao. | Vp_16duudain | objvp_finisdnaau
FimiiamnuinialaauTiuAs i aoaLasan UWME U AL LW

)

Figure 3.10 Input Page of Prototype System

2. Output page
The output page shows an output summary of input sentences. This output summary
is a compact sentence that is generated according to the interpret template as mentioned

in the summarizing process in Section 3.1.5.
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PrincipleSUM(DEMO)

The summary is ...

o) o - o - va ok . . . o P
AU 19 suran uw e s launEmsauenssunsansiasan 1esuu dvin dmsanaaudmiioou fviadsanin Aduenuuiu sy
FOMUWLILIRUWUUY

<< < Back to Input page

Figure 3.11 Output Page of Prototype System

From Figure 3.11 that shows the output summary, the user can get back to the first page

by clicking “back to Input page”.
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3.1.6 System Requirements

This thesis processes the minimum requirements for hardware and software as follows:
1. Hardware
1) CPU: Intel (R) Pentium(R) 1.73 GHz.
2) Ram: 1.00 GB
3) Hard disk: 80 GB
4) Monitor: ATI RADEON X700
5) Peripheral: Keyboard, mouse USB
2. Software
1) Operating system: Microsoft windows XP Professional.

2) System development: Adobe Dreamweaver CS4, Navicat for MySQL,

Apache2.2 server and PHP 5



CHAPTER 4

EXPERIMENT AND EVALUATION

This chapter consists of two sections. Section 4.1 describes an experimental study
consisting of the data set used to test the proposed method. Secondly, section 4.2 describes

the details of evaluation.

4.1 Experiment

Online news articles having the same topic are used for testing the proposed method.
This online news is taken from different news sources including Matichon (Matichon, 2008),
Komchudluek (Komchadluek, 2008), Manager (Manager online, 2008), and Dailynews

(Dailynews online newspaper, 2008). This news is general, political and entertainment news.

The proposed method was tested with 66 documents of 30 news headlines subsumed into
three groups regarding political, entertainment and general news. Each type contains 10 news
headlines. The headlines of the test articles are shown in Table 4.1. The task is to create a one

sentence summary. The summary results of each headline are shown in Appendix B.
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Table 4.1 News Headlines

Headline Number
Headline
ID of documents
v Jd a o Y o v A W I Y

P001 1.3.2.qYuug U3Was nsumisaesuseulugnms 3
AFUNN
M.R. Sukhumpan Baripatr received a certificate guaranteeing
Bangkok Governor.

P002 nguiniFeelui 51y weusna AuAuuas 2
MNTNAMAUNUTITYT 9 IToaTna
Rak Chiang Mai people enter into Mr. Tantimontree a member
of the House of Representativess’ accommodation.

P003 som3sila lunguann “indu” odioibe 2
Thai prosecutor refuse the case of Thaksin in Asia country now.

dy (% v A (% [} = ] 9

P004 na.Fana MnBarnuiin Inyged 1114 2
Thailand’s Ministry of Foreign Affairs had declared unable to
trade fugitive ex-prime minister Thaksin with UAE.

1 = ~ ~ v Aa ) Y

P0O05 WU .’(,’ffff.ﬂaW’JﬂﬂﬂimuWﬂﬂ’HWiﬂ,ﬂlﬂﬂNﬂﬂ‘]st,Ll Mﬁﬂ‘ﬁ“lmllﬂ 2
Army commander in chief said that military officers visited
Taksin.

P006 AU, AN 2
Thai Civil Servant’s Pension and Retirement Benefit Fund
officers in black dress attack to the Government House.

@ Y a I
P007 u1flﬂ"lfluul‘1/1€]ﬂ1u “LUNNTLINIT” L‘]J‘Lllli@ﬂiﬁﬂ 2

Prime Minister Abhisit Vejjajiva confront Thai still defend over

Praviharn to be World Heritage.
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Table 4.1 (continued)

Headline Number
Headline
ID of documents
d‘ (% d‘
P008 “qmw” L"]f@ﬂilluﬂﬁﬂﬂl,muhl‘ﬂﬂ—ﬂum%iﬂaﬂaw 2

Thai Deputy Prime Minister Suthep Thaugsuban confident
Cambodia visit could reduce border tension.

P009 510.0. agitufigin 2
The minister of Thailand’s Ministry of Defence to inspect at
Phuket.

P010 “gunw” lminlawanna. Aaaudequilly. 2
Suthep Thaugsuban not serious with the judge of election
commission.

G001 jﬁ?l&i?ﬂWig‘ﬁTﬂﬂ@ﬂqu%ﬁﬂ 3
Phrathat Doi Suthep’s base was crack.

G002 W'l sdindegser-aa lifhdaiaes 3
Fire at Big C superstore Ayutthaya- guess faulty electrical
wiring is a cause.

G003 a5.6u lneaemsiznia 2009 1da 2 au 2
Thailand’s Ministry of Public Health confirmed 2 deaths from
the HINT flu virus.

S a @ "o I ]
G004 Wnd Inszymsszianialvaiug lvipaiaawdy 2

Mexican confirmed the decrease of A (HIN1) influenza virus
infections.

G005 Uaﬂaméf?aw'j"mowﬁﬂaﬂmq 12,000 AU 1137 2
The HIN1 swine flu has infected more than 12000 people in

around the world.
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Headline Number
Headline
ID of documents
1A a /A d a
G006 uwuﬂullm 5.7 IAA09 ‘V]Lllﬂ“]ﬂﬂ 2
Mexico Hit With 5.7 Magnitude Earthquake.
=S a =S =S Y U
G007 panlszsNTUAIMKTA LA anma 3
Former South Korean President has died after falling into
a ravine.
a A I J
G008 ﬂmwaumwfamugﬂaﬂuumﬁqmﬂuﬂmwmﬁ 2
Khunying Pojaman has changed her lastname to Damapong.
G009 ﬂ\iﬁﬂ?ii’)'lﬁ'lilm381La@1!81llf9]}ﬁ’jjﬂﬂﬁﬂﬂ3$ﬂ1ﬂ 3
Food and Drug Administration warning to the spread of
imitation drug.
9 9
G010 DA NNIUIN "uﬂﬂﬁlﬁ@ﬁﬁ'T’JiﬂLafj”ﬁaﬁgﬂﬁﬁﬁﬁijﬂ 2
1 F A A O Y
FDUIUA-UDDD ﬁullilﬂﬂ?ﬂﬂ
Malaysian politician Elizabeth Wong tendered her resignation
after pictures of her in the nude were circulated
2 Y Y ax A '
E001 AU Uoaaay ulﬂﬁl”l‘l/‘l‘ﬁ@‘ﬂﬁllﬂ‘ﬂ N .VDULNU 2
Mr.Toon of Bodyslam go into priesthood at Khonkhan.
a = < ' )
E002 'Jﬂ@’f]l,i‘(’JGn‘Jﬁ@EIL“]JﬂLL?IlIﬂ1EJLLUU6]§@°]5H1UE]1§3J1§! 2
Following in her husband, David Beckham’s footsteps,
Victoria Beckham will model of Armani underwear.
(=) 9 Aax [ 9
E003 lL‘UlI-I”U‘ﬂ NS ENITNULRAND 2

Bam Janista Lewchalermwong get wedding ceremony with

businessman Boat Buttrarat Charoonsamit.
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Table 4.1 (continued)

Headline Number
Headline
ID of documents
[ a < 1Y) A Aaa
E004 ‘N"]ﬂLWTcN‘]J@‘]J ‘"tha UINTU’ LTFYFIN 3

Pop icon Michael Jackson dead.
a ay A < < Y
E005 VT UDUUAT BITDBULRIULANUDY 2
Top Thai model and actress Marisa Anita in a car accident.
9 % 1 =t 1 A ad
E006 WY aAA 1Y 1B UliJ"lJ'lﬂ Elilllﬂﬂlmiuﬁl‘]/liu 2
Nui and ChaoChao restore good relations.
Y v
E007 IAU G151 NipeToegnau 2 2
Noi Bussakorn is pregnant again with her second child.
] Y
E008 LL“D’?J?J Tav17e3904 ﬂuIﬁﬂﬁu‘VIlWiT%LLMWJQ 2
Sammie Bunthita refuse the news ‘swinging’.
E009 100 6 1AOU “9 T gU” WIZONAUNKA 2
The court sentence out to Ju Ji Hoon ,6 months in prison.
[ = 9 A
EO10 Tﬂ-’)?@l YoUTUINEYNDY 8 1D U 2

Waruth Worathum accepted that he having a wife.

4.2 Evaluation and Result

The goal of automatic text summarization evaluation is to measure the qualities
of an algorithm or a system, which is to provide a satisfied compact summary. Generally,
the research in automatic text summarization system has two main methods of evaluation

including intrinsic evaluation and extrinsic evaluation.

The intrinsic evaluation is used to evaluate the system performance with a standard
result, which is pre-defined by the evaluators ((Hassel, 2004), (Fukusima & Okumura, 2000)).

The extrinsic evaluation is used to evaluate the system in more complex setting. For this
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evaluation, the system is qualified in terms of its utility with respect to the overall task

of the complex system or the user ((Hassel, 2004), (Fukusima & Okumura, 2000)).

The evaluation method used in this thesis is the extrinsic evaluation method because
there is no standard dataset used to evaluate a system of multiple documents for Thai language.
This evaluation assesses the quality of the summary by using an external criterion of the human
judge. This evaluation method performed based on the satisfaction of the readers (Lynch et al.,
2002) on four different criteria including grammar, coherence, clarity and conciseness.
Descriptions of all criteria are as follows:

1. Grammar; regarding the correction of grammatical structure in terms of having
completed in sentence structure (subject, verb, and object).

2. Coherence; regarding the content of summary expressed and organized in an effective
or meaningful way.

3. Clarity; regarding the summary that can be representing the understandable concepts
or main ideas.

4. Conciseness; regarding the appropriate length of summary.

The summaries from 30 headlines are summarized manually by the human and
automatically by the system. In this thesis, all summaries are evaluated by five evaluators
regarding the evaluation guidelines in Appendix A. These groups of students from different
backgrounds including law, information technology and management are the summarizers
for this thesis. Table 4.2 shows details of the evaluation task. The results of all human generating

the summaries are shown in Appendix B.
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Amount Unit
News headlines 30 Headlines
Human summarizer 3 People
Evaluator 5 People
Summary produced by human 90 Sentences
Summary produced by system 30 Sentences

To assess the system, five evaluators judged the quality of both human generated and

system generated summaries with three different levels for each criterion. The average and total

scores of each human generated summary for every criterion are shown in Table 4.3. Table 4.4

shows the average total scores of the system generated summary. Table 4.5 compares the average

scores of all criteria between the system and human generated summaries.

Table 4.3 Average Grammar, Coherence, Clarity and Conciseness scores of Overall Human

Generated Summary.

Grammar Coherence Clarity Conciseness Total
Human 1 2.3 2.2 2.2 2.2 8.9
Human 2 2.6 23 2.4 23 9.6
Human 3 23 23 23 2.2 9.1
Average 24 2.2 2.3 2.2 9.1

Human 1 is the student from school of Law.

Human 2 is the student from school of Information Technology.

Human 1 is the student from school of Liberal Art.
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Table 4.3 shows that the human generated summaries have the highest scores in

the grammar criteria on average.

Table 4.4 Average Grammar, Coherence, Clarity and Conciseness Scores of System Generated

Summary.
Grammar Coherence Clarity Conciseness
2.4 2.2 2.2 2.2

Table 4.5 Comparison of Grammar, Coherence, Clarity and Conciseness Scores of System

Generated Summary and Human Generated Summary.

Grammar Coherence Clarity Conciseness Total
Human 2.4 (80%) 2.2 (73%) 2.3 (76%) 2.2 (73%) 9.1 (75%)
System 2.4 (80%) 2.2 (73%) 2.2 (73%) 2.2 (73%) 9 (75%)

Table 4.5 shows that the system generated summary only has less scores of the clarity

than the human generated summary.



CHAPTER 5

DISCUSSION

This chapter discusses the evaluation results of both system generated and human
generated summaries. Beside details of the evaluations, the discussions of all results are also

explained here.

5.1 Analysis of Evaluation Results

To analyze the evaluation results of the system generated summary, each criterion

is discussed as follows.

5.1.1 Grammar Score

As mentioned before, the grammar score relies on the correction of grammatical structure
in term of having complete sentence structure (subject, verb, and object). The system generated
summary obtained the highest score of grammar criteria. The highest score shows that the system
has the competency to generate high grammatical quality summaries. This result evidences that

the interpretation template and the filling rules are workable.

In order to improve this score, the system needs more rules to cover against
the ambiguity of a complex having a long input sentence because one sentence may consist of two

or more clauses.

5.1.2 Conciseness Score
The conciseness score demonstrates the appropriate length of the summary to ensure that
the summary has the appropriate length. This score is rather high satisfaction.

This evidence is direct to the objective of the thesis that is to obtain a compact summary.
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The system generated summaries have high conciseness score because the length
is controlled by two strategies including identification of a common sentence which only
the common content is considered among sentences and by the interpretation template that

is predefined only relevant information to generate a summary.

5.1.3 Clarity Score

The clarity score represents a main idea of the summary in order that readers can easily
understand the concept of the news. The system generated summary also gets rather high clarity
score. It is shown that the main ideas of the sentences are clearly clarified. Therefore, to answer
the basic questions in the interpretation template mentioned before can ensure the clarity

of the summary.

5.1.4 Coherence Score

The coherence score represents that the content in the summary is expressed in
an effective or meaningful way. It can achieve through syntactical features such as sentence
logical structure. The coherence score of the system generated summary is also rather high which

demonstrates the effective rules and interpretation template.

In order to improve the coherence quality, more prior knowledge is needed to construct

rules that construct more elegant interpretation templates.

In addition to improve the overall performance of the system, more prior linguistic
knowledge is required to construct rules for creating or filling the interpretation template.
However the larger synonym database is required. Particularly, more evaluation criteria are also

required to assess the system’s performance more effectively in term of readers’ satisfaction.

5.2 Comparison of System and Human Generated Summaries Quality

The evaluation results demonstrate that the scores of the human and the system generated
summaries in all criteria are rather equal, although few differences appear in the clarity scores,
which are 2.3 (76%) and 2.2 (73%) of the human generated summary and the system generated

summary respectively. The system generated summary obtains the lower clarity score than this
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of the human generated summary because some information has been missing in the system
generated summary. The future work could be arranged to improve this score by changing
the rules for filling the interpretation template more generally. For example, instead of only who
acts what to whom, the rules should require more information such as when, where and how too.
Additionally, another reason is because of the selection of the common information.
As mentioned before in the proposed system, the method considers only one pair of the sentences
overlapping among the group of the documents, which leads the possibility of missing some other

main ideas. More common sentences would possibly improve the clarity score.



CHAPTER 6

CONCLUSION AND FUTURE WORK

6.1 Conclusion

In the digital society, the Internet plays an important role for people’s daily lives with
regard to the consumption of the information over the Internet. There are a various kinds
of information and services available in the Internet. Particularly, for online news, there is usually
time consumption to explore all sources of the online news to consume the information which

is usually reported in the same news event with different writing style.

This thesis has addressed the problem of the automatic summarization based
on the statistical method especially for the summarization of the online news. The problem is that
synonyms, acronyms, superfluous words, and jargon words generally cause the redundancy and

incoherence problem for the automatic text summarization.

This thesis proposes the system for the automatic text summarization that aims
to summary Thai online news from different sources. The system generates a compact summary
based on the principle of summarization. The interpretation template is proposed to generate

a compact summary by using the rules constructed from linguistic knowledge.

The system was tested with 66 news articles of 30 news headlines from different online
sources. The summaries were generated manually and automatically. The summaries were
generated manually by three different people with different backgrounds including law,
Information Technology and management. The evaluation task is done by five evaluators with
regard to four criteria of the summary including grammar, coherence, clarity and conciseness.
The evaluation result has been shown that the system obtains 80 %, 73%, 73% and 73%

of grammar, coherence, clarity and conciseness respectively. The result of both human generated
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and system generated summaries are similar. Therefore, it can be concluded that the proposed
system works similarly to the human. However, the system can improve higher quality by adding
more prior knowledge about rules, enlarging the synonym database and also having more

varieties of adjustable interpretation template.

6.2 Future Work and Suggestion

As knowledge based approach method, this thesis is quite complicated to implement and
complete every process. Therefore, various aspects are still required to improve the efficiency
of the future work. These requirements are explained as follows:

6.2.1 Improving the prior knowledge base: In order improve the satisfaction
of the readers and produce more natural summaries, the rules should be improved.

6.2.2 Providing a variety of the interpretation template in term of writing style and
length. This thesis considers only the main ideas among the same news headlines which provide
only one summary length and writing style.

6.2.3 Implementing the full automatic system: In order to test the work of knowledge
and Interpretation template, this thesis implements the prototype system that provides only
the summarizing process which requires the correct input manually. Thus, the performance
of the overall system still is not verified. As a result, the future work studying the full automatic
system would help the system verification to be more appropriate.

6.2.4 Evaluating each process of the system: In order to verify the system, the evaluation
of the performance in every process to improve any problematic aspect is required to finally reach

the higher performance of the system.
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APPENDIX A

EVALUATION GUIDELINE

Table A.1 A Guideline of Evaluation

Criterion

1. Grammar; Does a summary follow the rule of grammar? (Complete with grammatical
structure S+V+0)
3 point-The summary thoroughly presents grammatical.
2 point-The summary presents some grammatical.
1 point-The summary hardly presents any grammatical.
2. Coherence; Is the content of a summary expressed and organized in an effective way?
3 point- Summary is good organized and coherent.
2 point- Summary is organized to discernable outline.
1 point- Summary is not coherent or organized in a logical manner.
3. Clarity; Does a summary represent the main idea?
3 point- The summary demonstrates good understanding of concepts.
2 point- The summary demonstrates some understanding of concepts.
1 point- The summary hardly demonstrates the understanding of concepts.
4. Conciseness; Is the length of summary is suitable?
3 point- Summary’s length is properly.
2 point- Summary’s length is too short.

1 point- Summary’s length is too long.
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APPENDIX B

SUMMARY RESULTS

Table B.1 Summaries Result of Human 1.
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Table B.1 (continued)
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Table B.1 (continued)
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Table B.2 Summaries Result of Human 2.
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Table B.2 (continued)

Summary
Summary
D

H2-G008 AUVARININIU FUIAT 0AANTE WANNNHY FUIAT IAUNNIGI
o w a A = I 4 I o A T W
dninnuagaa ienlasuunuana Wi awned ¥dniisoreny

v A = Y 9

W.ANNNYY S8R

H2-G009 UNW AN 5985 18NTMAULNITUNIIOIMITUAZEN 00NU U ALK

gd [ Y v 1 a dﬂl
vaziinsanasuvieeasy IR nUADIUNENILIAVIHANATY
a ] @ a J [
H2-G010 W08 UUT 1309 UnMIlesnganad Uszmeaateennasizinm

A 1 d’ 1
aee UWITATUEADNNE)




Table B.3 Summaries Result of Human 3.
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Table B.3 (continued)

Summary
Summary
D
H3-PO06  aunFn nuw. uasgadyniuiley Senied 6 9o on@nnoanu
aa £ = @ a3 A v 9 a 2 g

H3-P007  WWwenaNns N3z weniguuss e19adu Inesad i inseimsvuiu

wsanlan
H3-P008  wggmw tlongusser e9ueniguuashonnuiuag e nilymansuay

Ine- Auyanvznanate

a 4 @ 1

H3-P009  wa.0. 15235 298 gasI® STuuAINIMINTENINnal vy wionnne

a £ 4 ] A ¥ Y =

RUNNEINLN .90 MBATIIgANUNToNMITALTE U T
H3-PO10  Wogmw 1engusss seamiensguuasrhoanuiung lugiuzansms

a 4 Y o o2 aa @ ~

wisnlsensilad lddunivalos nne. 3ionRs 28 d.a. WIsA NIANINTOI

#u Mneded v luaunszuaumsneng e
H3-G001 WU MRAT0831IUUNIZFIgA0agIN tazziimssouuay mintldos 13

Y

INTINLNABUATIO T9ZIHINTYTULUY

a a 9};3 Ay £ A ) 1T a 9w o
H3-G002 Aam@s Tndiyuindieiing v.uszunsioysen aaduanan lnihdaiees v

Tidauniinuedveanii

a &' Y o [l A YA Aa vy
H3-G003  aulneaae ldvialng) 2009 Ndideiauan 2 510
@ A Y o 13 v A Ya dy A é@'

H3-G004  Uszmaind Innsszuiaved 19nia 2009 aaas uandaliganrornuay

=2 N Yo A o A

wlahanuazeornawiaelungudngin

Y v Y

H3-G005  ¢oadm¥ownIa 2009 N1 1aniagaiuaunzgia 12,000 AULAD

a 1A & A = a J o Y
H3-G0o6  tnauruau 1w TudszmatingIn Jauuse 5.7 5nmes ihldeins

o A ) A ~ v 9 o

duazinou Aauuanauniiaienudiazniu

2 a a aq 9 "o 9 ' £

H3-G007  eAmlszsnnFuadszmamuala niz Tanadineanaaniiin noumena

9
aneataeld




Table B.3 (continued)

62

Summary
Summary
ID
a Y o = a o I J @
H3-G008 ﬂmwﬂgqmmuﬂﬂmmsgﬂaEJuumaqamﬂ FUIAT WU AWINIA 1A
81N W.A.N. inHa NdNINUUgATa
Y o d'Adal a (% =\ [ 9 v dy
H3-G009 08. ponANoUeNYIAlasuNTou NS HAINUNIIIUNVHANADUYD
d‘d ! d’d 1 =S A ad L]
NeenaIumanvesenavilsznon glawilaiu-las Indauey
o o 3 @ a
H3-G010 ‘L!ﬂfﬂilﬁ'ﬁ]\‘lﬁ13ﬂ1laﬂﬁ16@ﬂiﬂﬂﬂ1‘ilﬂu e, UDINTIA Wﬁﬂ%?ﬂgﬂﬂ’ﬂﬂ@ﬂ

J a J A
aauiuautﬁaitumggazuaaa




63

Table B.4 Summaries Result of System.
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Table B.4 (continued)
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Table B.4 (continued)
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Table B.4 (continued)

Summary
Summary
D

o A = a A 4 = aAq Yy Aa
TS-G007 U 23 NguA1AN 0An1)sz51INTUA 159 Y-aepuvaunna ladesie
TS-G008  Tuf 8 SuNAN AunnIu Futaswiouaudin @unan Sidninau

o 4 o 4 4

agaa meFesvanasuuana

TS-G009  uil 19 Sunay uw.Miani duasmnimsauznssumiosuagzen

TS-G010

Yo Y 1A @ o ] Y o Y 1y
Ul@i‘]JL!ﬁN'J’I 3Jmiaﬂa®°ummntlfnu,ﬂW’mﬂaﬁmslmmﬁmnﬂmuaz
ﬁ'ﬂ’luWﬂ’lU’lﬁ‘U’l{lLW}Q

@ a J 9 o 1
‘L!ﬂﬂﬁlﬁ’i)x‘l‘l’iﬂlﬁiﬂlﬁl‘%ﬂiﬂﬂ%ﬁiﬂP\hEJﬂTL! ﬂlﬁlﬂﬁgﬂ1ﬁaiﬂﬂﬂiﬂﬂ@1!mu\1




Table C.1 Synonym Database

APPENDIX C

SYNONYM DATABASE
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Word Status Set

1 common 1001
Wﬁﬂ unidentified 1001
nan unidentified 1002
na1IN common 1002
Uan unidentified 1002
a1 unidentified 1002
u.9. unidentified 1003
UNINY common 1003
e unidentified 1004
’c’f‘llﬁfﬂﬁﬂW;lel,ﬂuﬁBQi common 1004
o.d. unidentified 1004
nu unidentified 1005
sSudsemu common 1005
BN common 1006
ANd04 unidentified 1006
il common 1007
W unidentified 1007
adar unidentified 1008
lanene common 1008




Table C.1 (continue)
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Word Status Set

%@ 19 common 1009
Tiveidos unidentified 1009
N.N. unidentified 1010
UM unidentified 1010
E\ELR i common 1010
., unidentified 1011
Ty unidentified 1011
TRGH common 1011
1.8, unidentified 1012
HU)3N unidentified 1012
I8 Y common 1012
N.fA. unidentified 1013
NHHN unidentified 1013
NHENIAY common 1013
1.8 unidentified 1014
ﬁqm unidentified 1014
ﬁqmﬂu common 1014
f.f. unidentified 1015
N3NNI unidentified 1015
NINHIAY common 1015
a.f. unidentified 1016
dam unidentified 1016
GRLRGEY common 1016
f.8. unidentified 1017
AuEN unidentified 1017
AU common 1017




Table C.1 (continue)

69

Word Status Set

f1.9. unidentified 1018
a0 unidentified 1018
fAa1Al common 1018
‘Wi]ﬁ%mﬁlu common 1019
5.9. unidentified 1020
FUN unidentified 1020
FUNAY common 1020
Y. unidentified 1021
94AMIONNTLALEN common 1021
UNNUANLNITUNTOINITUAZEN unidentified 1021
MUY unidentified 1022
1Y common 1022
aow common 1023
e unidentified 1023
ame unidentified 1002
una unidentified 1024
WONTFUUAT common 1024
1.3.1. unidentified 1025
WUONT1Y N common 1025
NN, unidentified 1026
NFIUNN unidentified 1026
NTUNNUNIUAT common 1026
nne. unidentified 1027
ﬂm%ﬂiiNﬂ1iﬂ1ilaﬂﬂ§’Q common 1027
Tepl unidentified 1028
A5 common 1028




Table C.1 (continue)
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Word Status Set

ﬂfjmfd; RIYCN unidentified 1029
L?? RIYeN unidentified 1029
uslsznslasdefumArmsuana common 1029
uiln. unidentified 1029
ug. unidentified 1031
U common 1031
Uan. unidentified 1032
UTHNING common 1032
a.9.9. unidentified 1033
ANFNTNIIINIA common 1033
g unidentified 1034
NnYw common 1034
Na.o unidentified 1035
naen common 1035
N.A.N unidentified 1036
WU 1IN common 1036
oo unidentified 1037
Tnssvidode common 1037
guAvin unidentified 1038
g 19nia common 1038
2¥] unidentified 1039
919156 common 1039
Wau common 1040
U unidentified 1040
UDUNAL unidentified 1040
NI unidentified 1003




Table C.1 (continue)
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Word Status Set

Usznsilad common 1041
u. unidentified 1042
unIaY unidentified 1042
IRGTEN unidentified 1044
Sna%ma common 1044
AL unidentified 1045
HuuY unidentified 1045
HUUAY unidentified 1045
uummﬁme%g'lmﬁﬂ common 1045
Tulng unidentified 1046
95Iruea common 1046
9. unidentified 1047
4NN common 1047
ﬁ%@ unidentified 1009
QRN unidentified 1009
il unidentified 1020
e unidentified 1019
ff unidentified 1018
ne unidentified 1017
N unidentified 1010
un unidentified 1011
18 unidentified 1012
113 unidentified 1013
iy unidentified 1014
nea unidentified 1015




Table C.1 (continue)
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Word Status Set

e unidentified 1016
U unidentified 1003
14 common 1048
AUNI unidentified 1048
DaunedynIssy unidentified 1049
IR common 1049
ORE unidentified 1050
G%llx‘l GR common 1051
Aansss unidentified 1051
uasn unidentified 1051
AinUATITUTY common 1052
a5. unidentified 1052
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