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ABSTRACT

In order to develop an automatic system for Thai query distribution, sometimes keyword
spelling in the query is matched with a name of an unrelated department, which causes wrong
distribution. This thesis proposes an automatic Thai query distribution system by considering
context relation between the query sentences and the department context. More specifically, the
context relation takes the keyword frequency and the keyword priority into account so that the
precise relation between the query sentences and the departments can be identified. The system
firstly inputs a query sentence in a natural language phrase. Then, the system computes the
context relation and matches the right department. The experiment with five divisions of Mae Fah
Luang University and 115 queries shows that the proposed system provides 86.09% distribution

accuracy.
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CHAPTER 1

INTRODUCTION

1.1 Principle and Motivation

In the generation of the Internet, the World Wide Web (www) is continuing to grow
along with queries made on www search engines. The role of the internet is an important part of
life styles for many people because it makes new opportunities for business by providing more
profit and connections. Therefore, many organizations develop an Internet based query system as
an alternative channel to contact and respond to queries from their customers. In the recent past,
Internet based query systems are usually implemented manually. The queries are processed
sequentially by responders. Although the queries usually have appropriate responses from the
correct departments, these queries are normally not responded on time because of a large number
of the queries at the same time. Consequently, automatic Internet-based query systems are
developed in order to improve the response time of incoming queries to be more quickly and
automatically. However, these systems usually lack the efficiency in terms of accurate responses.
Especially, Thai query system usually faces the problem of wrong distribution from the keyword
spelling matching with unrelated departments. More specifically, Thai language has an ambiguity
problem from the words (Supnithi et al., 2004), which is that one word may have more than one
meaning and/or one syntactic category, although their meanings can be explicitly clarified by

contexts.

This thesis proposes an automatic Thai query distribution system for distributing queries
from the senders to the right receivers/departments to solve the problem of the wrong distribution
from matching the keyword spelling with the unrelated department and from the ambiguity

problem of Thai queries.



1.2 Objectives

The objectives of this thesis are to design and to develop a system for the automatic Thai
query distribution to support people/customers who want to submit a query to the right
responders/departments. The proposed system is developed as a web application and aims to
solve the problem of wrong distribution from matching the keyword spelling with unrelated

department and from an ambiguity problem of Thai queries.

1.3 Scopes

The proposed system supports only Thai queries with length of a sentence between 3-20
words and this system uses a web application for implementation. The proposed system is tested
only with five departments of Mae Fah Luang University, Chiang Rai, Thailand, which include
Division of Registrar, Division of Research Services, Division of Admission, Division of Finance

and Accounting and Division of Graduate School Coordination.



CHAPTER 2

LITERATURE REVIEW

This chapter reviews the research relating to the automatic systems for query distribution.

2.1 Related Work

Generally, a query distribution system can be developed by applying three different
information retrieval models, including a Boolean based model, a language based model and a

vector based model.

2.1.1 Boolean Model

A Boolean model is a traditional search model. In this model, documents and queries are
represented as a set of index terms, which is a word whose semantics helps to remember the
document's main themes. Any query is written in the form of a Boolean term expression, in which
terms are combined with the operators AND, OR and NOT. An output of this model is if the
document is relevant to the query or not. This model cannot identify matching ranking because
there is no partial matching. Generally, the Boolean model is used in Information Retrieval tasks

(French, Brown & Kim, 1998).

The similarity of a document to the query from Baeza-Yates and Ribeiro-Neto (Baeza-
Yates & Ribeiro-Neto, 1999:26) is defined as

U if 3900 (T 0 €T ) A i (F D =ei( )
0 otherwise

sim(d j,q) = { (2.1

where sim(g i q) is the similarity between the document and the query .

dj is a document.



q is a query.
q dnf is a disjunctive normal form for the query q.
qee is any of the conjunctive components of g dnf
k: is an index term.
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From equation (2.1), Disjunctive Normal Form (DNF) (School of Information Sciences,
University of Pittsburgh) is a disjunctive normal form of a Boolean expression which is
expressed as the sum (OR) of products (AND). For example, the DNF of (A or B) and C is (A

and C) or (B and C). The binary weighted vectors (1 or 0) are called the conjunctive components

Ofadnf'

The advantage of the Boolean model is that this model is easy to understand by the
common user of information system and does not have a complex form. The disadvantage of this
model is exact matching that may lead to retrieval of too few or too many documents, which is
hard to control the size of the retrieved document set. Moreover, because there is neither partial
matching between a query and documents nor term weight, the retrieved documents have equal

importance which means there is no ranking capability.

2.1.2 Probabilistic Model

For a probabilistic model, a framework for modeling documents and queries is
represented based on a probability theory. Therefore, this model is probabilistic. The documents
are represented in the form of a bag of words, and the frequency of a word is considered instead

of a word order. The probabilistic model, which is given a user query q and a document dj in
the collection, tries to estimate the probability that the user will find the relevant documentdj.

The model assumes that this probability of the relevance depends on the query and the document
representation only. The probabilistic model is used in many applications for a natural language
processing area such as speech recognition (Ephraim, 1992 and Attias, et al., 2000), machine
translation (Aramaki, et al., 2005), part-of-speech tagging (Merialdo, 1994), parsing (Infante-
Lopez, Rijke & Sima'an, 2002; Chen, Shi & Hu, 2008) and information retrieval (Ponte and

Croft, 1998, Miller, Leek and Schwartz, 1999 and Berger and Lafferty, 1999), etc.



The similarity sim(dj,q) of the document dj to the query q from Baeza-Yates and

Ribeiro-Neto (Baeza-Yates & Ribeiro-Neto, 1999) is defined as equation (2.2).

P(R| ;)
sim(d,= ——— 22)
PR | d;)

where  sim((g i q) is the similarity between the document and the query.

dj is a document.

q is a query.

PR | j) is the probability that the document dj is relevant to the query.
PR |4 j) is the probability that d; is not relevant to q.

R is a set of the document known to be relevant.

R is a complement of R .

The advantage of the probabilistic model theoretically is that the documents are ranked in

a decreasing order of their probabilities of being relevant.

2.1.3 Vector Space Model

A vector space model is an algebraic model that the documents and queries are
represented as the vector in a multi-dimensional space. Each dimension corresponds to a separate
term. If a term occurs in the document, its value in the vector is non-zero. The vector space model
computing similarities between the queries and the terms or the documents allows the results of a

query to be ranked according to a similarity measure being used.

The similarity between the document and the query from Baeza-Yates and Ribeiro-Neto
(Baeza-Yates & Ribeiro-Neto, 1999) is calculated by the cosine of an angle between the

document vector and the query vector as defined in equation (2.3).

t
Li=iwij X wig

sim(dj,q) =
2 t 2 2 t 2
\/ i=1 Wi’j X \/ i=1 Wi,q

(2.3)



where sim(dj ,q) 1is the similarity between the document j and the query q.

dj is a document j.
q is a query.
Wi j is a weight of the term i in the document j.

is a weight of the term 1 in the query q

A term weight is a weight of term in a document and can be calculated in many different
ways. The most successful and widely used scheme for a weight calculation is a Term Frequency-
Inverse Document Frequency weight scheme or TF-IDF (Salton and McGill, 1983) as shown in

equation (2.4).

TF is the term frequency measured by the numbers of times that an index term is
repeated in the document. IDF is the value that is used to indicate the importance of the index
term compared with others in every document stored in the collection. IDF is defined as equation

(2.5).

wj, ;= TF X IDF 24

where  w. j is a weight of the term i in the document j.

TF is the term frequency.

IDF  isthe inverse document frequency.

IDF defined in terms of the total numbers of documents and the numbers of documents

containing that term, IDF is defined as

N
IDF=log| — 2.5)
n

where N is the total numbers of documents.

n is the numbers of documents containing the index term.



The vector model is used in several tasks such as indexing (Salton, Wong & Yang,
1975), classification (Bernstein, Clearwater, & Provost, 2003; Becker & Kuropka, 2003),
document comparison (Salton & Buckley, 1988) and text retrieval (Salton and Buckley, 1988;

Tokunaga & Iwayama, 1994; Ramos, 2003).

The advantage of the vector model is to use simple mathematics to determine the
frequency of the index term. The disadvantage of the vector model is that it is not interested in a
meaning of words, phrases, structures of words and synonyms. The disadvantage causes a
problem that the term which is not relevant to the document may have a high weight leading to

the document that is not relevant to the query that has a higher score than the relevant document.

2.2 Proposed Method

This thesis applies the vector space model to develop the web-based match system
between Thai query sentence and the department’s context instead of the document collection.
Although the vector space model can be used to classify the queries into the related department’s
name, there still exists the distribution problem because the vector model is not interested in
meanings and structures of words. The more the department’s context has the existence of the
keywords, the more the chance that the department is matched with the input queries is.
Therefore, using only the term frequency of the keywords, there is usually the problem of
keyword repetition because the intended department of the query might not always have the
maximum numbers of those keywords. Thus, instead of using only the term frequency, this thesis
also uses the keyword priority defined as the context relation to provide the higher distribution
rate. The proposed context relation is used to measure the relevance between the query and the
context of a document. The context of the document is gathered from the department’s websites
which are assumed to represent an up-to-date department’s function. Details of proposed system

are later discussed in Chapter 3.



2.3 Computational Theory

There are some related theories used in this thesis as follows:

2.3.1 Parsing

Parsing is a process of separating a sentence into grammatical parts, such as a subject, a
verb, etc. The results of the parsing are words and their roles in sentences. The “Principles of the
Thai Language” by Kumchai Thonglaw (1997:407) says that the sentence is a phrase that is prim
and the content is complete. Every complete sentence contains two parts: a subject and a
predicate. The subject is what the sentence is about while the predicate tells something about the
subject. The subject consists of a subject role and a subject complement role. The predicate
consists of a verb role, a verb complement role, an object role and an object complement role. To
understand principles of the parsing, this session explains all the above roles. Firstly, the subject
role is the one that is a subject of a sentence which performs a verb role. Secondly, the subject
complement role is the one decorating the subject role to be more meaningful. Thirdly, the verb
role is the one that shows an action of the subject. Next, the verb complement role is the one that
performs to decorate the verb role to be more meaningful. Next, the object role is the one that
performs as an object. Lastly, the object complement role is the one that performs to decorate the

object role to be more meaningful.

2.3.2 Stop Word Elimination
Stop words are insignificant words. Examples of Thai stop words (Chuleerat

Jaruskulchai, 1998) are ﬁ (also), ¥®4 (of), % (will), 195 (such as), Tae (by).

Stop Word elimination is a process for removing insignificant words from a sentence
which do not alter the meaning of a document. The insignificant words mean that the terms are
used generally with no significant implications to the document and, when they are cut from a
document, the meaning of the document does not change. Types of words (Sura, 2006) that are

regarded as the stop words in Thai language are:



1. Prepositions

A preposition is a word which shows relationships among other words in the
sentence (Feder, 2002: online). Examples of preposition words are: 494 (of), 1u (in), T (to), e
(to), 10 (next), AalIst (since), TAB (by), 1l (when), N3 (more), 11 (with), 1511 (be), q (t0) and
etc.

2. Conjunctions

A conjunction is a word that connects other words or groups of words (Feder, 2002).
Examples of conjunction words are: tW31¢ (because), LWT 1271 (because), 1@ (and), 130 (or),
bR (so), ﬁ’u‘i’u (thus), ﬁﬂ&"liﬂu (otherwise), 1/%1}@ (both), 1@ (but), 1A (but) and etc.

3. Pronouns

Pronouns are used instead of a noun in a sentence. The pronouns help to prone
repetition of nouns as the nouns are often not repeated in the sentence. Examples of pronoun
words are: U (D), 151 (we), 191 (he), ARY (1), NFEHY (1), 7 (1), AY (you), NU (you), 158 (she),
AR (Your Excellency), WU (iv), i?f 3 (thing), 1ns (who), YN (else), ozls (what), Tviu (where),
1 (any) and etc.

4. Adverbs

Adverbs are words that are used to expand other words such as nouns, pronoun verbs
or other adverbs. The adverbs make the definitions clearer with more details. Examples of adverb
words are: 410 (very), Yoy (less), Gl“l’ifgl (big), Lﬁﬂ (small), N (gigantic), 314w (grandly),
1 (fat), T (big), g4 (high), Twisng (melodious), 1892 (much), Ha1® (much), &8 (beautiful),
MoV (fragrant), HiiJ (soft), Llﬁﬂ (spicy) and etc.

5. Interjections

An interjection is a word that shows an emotion or a feeling of the speaker.
Examples of interjection words are: 192, 8%, 99, 180, 118, 15, Ta, 911991, &, NU0Y, ¥, UL, U1,

LMY, A0, AUNWTZTI0, T3, 912, 1ULAY, 1814 and etc.

The stop words are words that often appear frequently in documents and in almost all
documents. The stop words are features irrelevant to the search classification category. Therefore,
the elimination of the stop words is the process that should be made prior to the next process so
that all non useful features are eliminated. The size of the index is therefore reduced as much as

possible to save both space and time in processing.



CHAPTER 3

METHODOLOGY

This thesis consists of two main phases including an analysis and design phase and an

implementation phase. The more details are in the following subsections.

3.1 Analysis and Design Phase

This section describes the details of the analysis and design phase of the proposed Thai

query distribution system.

3.1.1 System Overview

The proposed system is illustrated in Figure 3.1. There are four processes presented,
which include parsing, stop word elimination, context relation indication and department
matching. The context relation indication is represented in the dashed box. As shown in the box,
the context relation consists of two main processes including keyword priority indication and
keyword weight computation. Additionally, the database used in this thesis collects the keywords
and their contexts from the departments’ websites regularly. The use of databases from the

websites can ensure the up-to-date context of each department.

As shown in Figure 3.1, after obtaining a set of keywords and their roles of the query
sentence from the parsing process, the stop words are firstly eliminated. Then, the set of the
keywords are used to indicate the context relation. Finally, the process of the department

matching is performed.
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Input query

.

Pa.rsing

'

Stop word

elimination

______________ %_ e ——____Contextrelation indication

Keyword priority
indication

¢ < :

Keyword weight Keyword
computation database

Department
matching

v

Department name

Figure 3.1 The Process of Automatic Query Distribution System.

The details of each process are explained as follows:

3.1.2 Parsing
This thesis parses a sentence by using the principles of word ordering in Thai sentences
that are proposed by Phanthumetha (Phanthumetha, 2549:105). The words ordering in the Thai
sentences are defined as follows: words in the Thai sentences are divided into four groups
including a subject, a verb, an object and a complement as mentioned in Chapter 2. The
complement is classified into two groups including a noun modifier and an adverb. For the words
ordering in the Thai sentences, there are four main principles as follows:
1. A subject must stay in front of a verb.
2. Normally, the verb stays behind the subject in front of an object (except an

intransitive verb), and the verb may have more than one.
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3. The object must stay behind the verb.
4. A subject complement stays behind the subject, an object complement stays

behind the object and an adverb stays behind the verb.

Technically, this thesis parses a query sentence in the following steps:

1. This thesis segments the words from the query sentence into individual words and
their categories by using a word table. The details of the word table are described later in the
implementation phase. This step segments the words by bringing the query sentence to compare
with any words in the word table. If there is a match between a word in the query sentence and
any words in the word table, then that word from the query and its category are kept in the array.

2. Then, the words and their categories from the first step are parsed into words and
their roles respectively by using the following rules.

1) If the word is a noun and the next word is a verb, then the first one is
identified as a subject role.

2) If the word is a verb, then this word is identified as a verb role.

3) If the word is a noun and the previous word is a verb, then this noun is
identified as an object role.

4) If the word is a noun and the previous word is an adverb, then this noun is
identified as an object role.

5) If the word is a noun and the next word is an adverb, then this noun is
identified as a subject role.

6) If the word is a noun and the previous word is another noun and the next
word is a verb, then the first mentioned noun is identified as a subject complement role.

7) If the word is a noun and the previous word is another noun and the first
mentioned noun is the last word in the query sentence, then this noun is identified as an object
complement role.

8) If the word is a noun, then this word is identified as a subject role.

9) If the word is an adverb, then this word is identified as a verb complement
role.

10) If the word is an adjective and the previous word is a verb, then this

adjective is identified as an object complement role.
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11) If the word is an adjective and the previous word is a noun, then this
adjective is identified as a subject complement role.
12) If the word is an auxiliary verb, then this word is identified as a complement

role.

3.1.3 Stop Word Elimination

After obtaining the keywords and their roles from the queried sentence in the parsing
process, the stop words are eliminated by comparing the keywords with the stop word list in a
stop word table as shown in Appendix C. When there is any match, that keyword is eliminated
from the sentence. The Thai stop word list that is used in this research is derived from Chuleerat

Jaruskulchai’s research (Chuleerat Jaruskulchai, 1998).

3.1.4 Context Relation Indication
Context relation indication is the relation between a query sentence and the context of
each department. This process consists of two main processes including keyword priority
indication and keyword weight computation.
1. Keyword priority indication
The keyword priority is determined based on the assumption that a different role of
the keywords should have different priority for being searched. Although the research (Kumchai
Thonglaw, 1997:407 and Nim Kanchanachiwa, 2002:214) has confirmed that the subject is most
important in the sentence, then the verb is the next important part. However, it is difficult to
decide which priority should be to confirm the assumption appropriately assigned to each role.
Thus, this thesis explores all possible ways to set the priority of each role. All tested scores of the
priority which set all different types of priority are shown in Appendix D. Finally, this thesis
indicates the keyword priority by using the scores in Table 3.1., which is to set the object to be
the most important role in the sentence, the verb is the second priority and the subject is the third
priority respectively. Additionally, the subject complement, the adverb and object complement

have the same priority level.
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Table 3.1 Scores for Keyword Priority Indication

Role Score
Subject 2
Subject complement 1
Verb 4
Adverb 1
Object 6
Object complement 1

2. Keyword weight computation

In order to calculate the weight of the keywords in the query sentence and the
department’s context, instead of using a Term Frequency Inverse Documents Frequency (TF-IDF)
weight calculation (Gerard, 1988), this thesis also uses the proposed keyword priority as defined
as the context relation to provide the higher distribution rate. Two-weight calculations including

the weight of keyword in query and the weight of keyword in department are described as

follows:
1) Weight of keyword in query is defined as
Wiq (tfi,qXIDF)tii , (3.1
where q is a weight of the keyword i in the query q.

tf;, q is the keyword frequency measured by the number of times the keyword 1i is

repeated in the query q.

IDF s the inverse document frequency defined in equation (2.5).
2) Weight of keyword in department is defined as

wi i = (tf; ;X IDH) X tp, (3.2)
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where  w; j is a weight of the keyword i in the department j.

tf is the keyword frequency measured by the number of times the keyword i is

i,j
repeated in the department j.

3.1.5 Department Matching

After obtaining both keyword weights (; q and w; j) of keyword T, the cosine

similarity between the query sentence and the department context proposed by Baeza-Yates &

Ribeiro-Neto (1999) is used. The equation (2.3) is now changed to equation (3.3) as follows:

k

Zi=1 (Wi,q) X zizl (Wi,j)

where sim(Q,D j) is the similarity between the query sentence q and each department context j.

(3.3)

Q is a query sentence.
Dj is a department.
Wiq is a weight of the keyword i in the query q.

Wi j is a weight of the keyword i in the department j.

Equation (3.4) shows the similarity between the query sentence and the context of each

department. Z%(:1 (Wi q X w; j) represents the appearance of the words in the query sentence
(Q) and the department context (D i ), while q and . i represent the simultaneous
appearance of all words in the query sentence (Q) and the department context (D j) respectively.

This thesis uses the maximum calculated cosine similarity to indicate the right-matched

department.
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3.2 Implementation Phase

This section describes details of web implementation and system requirements of an

automatic Thai query distribution system.

3.2.1 Web Implementation
This section describes the details of the web implementation. The details are shown as
follows:
1. Database design
The database in this thesis consists of three tables including a word table, a keyword
frequency table and a stop word table.
1) The word table is a table that contains words and their categories. This table
is used for segmenting the words in the parsing process. The word table is composed of two

attributes including words and their categories. Details of the word table are shown in Table 3.2.

Table 3.2 The Details of Word Table

Attribute Name Type Primary Key
words varchar Yes
category varchar Yes

From Table 3.2, a words attribute and a category attribute are the composite keys. Both
of the words attribute and the category attribute is a variable character field (varchar) type. The
category attribute means a category of each word including a noun, a conjunction, a preposition, a
verb, an adverb, a pronoun, an interjection, an auxiliary verb, an end word (e.g. ﬂlx, A5V and etc.)

and a question word. An example of the word table is shown in Table 3.3.



Table 3.3 Example of Word Table
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words category
MUUANS n
nou conj
VBN prep
v A
AALADN v
QNN adv

Table 3.3 shows an example of the word table for the category attributes of n, conj, prep,

v and adv which represent a noun, a conjunction, a preposition, a verb and an adverb respectively.

More examples are shown in Appendix E.

2) The keyword frequency table is a table that contains keywords of each

department and their frequencies. This table is composed of six attributes including keyword, D1,

D2, D3, D4 and DS5. Attributes D1, D2, D3, D4 and D5 contain the frequency of the keywords

that appears in each department respectively. Details of the keyword frequency table are shown in

Table 3.4.

Table 3.4 The Details of Keyword Frequency Table

Attribute Name Type Primary Key
keyword varchar Yes
Dl varchar No
D2 varchar No
D3 varchar No
D4 varchar No
D5 varchar No
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Table 3.4 shows the details of the keyword frequency table in which the keyword
attribute is a primary key. Keywords D1, D2, D3, D4, and D5 are the variable character field
(varchar) type. An example of the keyword frequency table is shown in Table 3.5. More examples

are shown in Appendix E.

Table 3.5 Example of Keyword Frequency Table

keyword D1 D2 D3 D4 D5
n157398 8 35 0 1 1
MUUANT 5 4 1 0 1
foya 54 36 1 1 1
[Y] A
alaon 0 2 1 1 1
A5E0U 5 0 0 6 2

From Table 3.5, there is the keyword “"191)634“61” existing in D1, D2, D3, D4, and D5 as 54,

36, 1, 1 and 1 respectively.
3) The stop word table is a table that contains stop words. This table is
composed of only one attribute that is a stop_word attribute. Details of the stop word table are

shown in Table 3.6.

Table 3.6 The Details of Stop Word Table

Attribute Name Type Length Primary Key

stop_word varchar - Yes

Table 3.6 shows the details of the stop word table which has one attribute that is a
stop_word attribute. The stop _word attribute is the primary key and the variable character field

(varchar) type. Lists of the stop words are shown in Appendix C.
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2. Web user interface
This section shows the user interface of the system. Details are shown as follows:
1) Input query page
An input query page consists of some components shown in Figure 3.2. Firstly,
an input name text box is the one in which the user must key the name of the user. Secondly, an
input e-mail textbox is the one in which the user must key the e-mail of the user. Thirdly, an input
query text box is the one in which the user must key the query sentence, and the data in this text
box is used to compute the similarity between the query sentence and each department’s context
following the step in the analysis and design phase as mentioned above. Next, a submit button is
the one which the user must click to send the query sentence to the department that is related to
the query sentence. Lastly, a clear button is the one which the user can click to clear all of the

data.

Automatic System for Thai Query Distribution.

Input name. l
Input the e-mail.
—_— e-")
Input query. '

o4 =
1ia - ana * AUWNA AN

E-mail fidaea’ladaso *  tom_7459@hotmail.com

o P R G P =
Aaanu * uumwa\maaucymmwamau‘lmﬁ'luunsu

) fivaiaau H au J

Submit button. ' Clear button. '

SMIS :: MAE FAH LUANG UNIVERSITY

Figure 3.2 The Page for Input Query and an Example of Input Data.

Figure 3.2 shows the input name text box, the input e-mail textbox, the input query text
box, the submit button and the clear button respectively.
2) Result pages
A result page shows the result of a matching system as shown in Figure 3.3. This

page has the following features : firstly, the query sentence that the user keys into the input query
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on the input query page. Secondly, the name of a department that matches the user query. Thirdly,
the result of sending an e-mail to the matching department appears. Next, a back button is the one
which the user can click to back into the input query page. Lastly, a close window button is the

one which the user can click to close the result page window.

show user query.
—J [ Department Matching Result ]

show the name of department

dannunadaaida ; fudisasuaauanainiasaaylai luuasy
/ that match with user query.

>

AaAnuuBIAMAIIAL : drunzdisuuaszilszanana (Division of Registrar )

show the result of sending e-mail

—
[ssunvinisasaanaulilds : @unsdisuuasilszunana (tom_7459@hotmail.com) Gausasuaiag ]

] Aauguifing H flaniil !

Back button ‘j/ Close window button !
R—

SMIS :: MAE FAH LUANG UNIVERSITY

Figure 3.3 The Result of An Example of Matching Page.

Figure 3.3 shows the result of the matching. This page shows the user query, the

department’s name that matches the user query and the result of sending the e-mail.

3.2.2 System Requirements
This thesis proposes the minimum requirements for both hardware and software as
follows:
1. Hardware
1) CPU: Intel (R) Pentium(R) 1.73 GHz.
2) Ram: 256 MB.
3) Hard disk: 60 GB.
4) Monitor: AIT RADEON X700.

5) Peripheral: Keyboard, mouse USB.
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2. Software
1) Operating system: Microsoft windows XP Professional.
a) System development included.
b) “Macromedia Dreamweaver 8” for developing a web application.
¢) “Navicat for MySQL” for managing, developing and monitoring the
database.
d) “Apache2.2” for the web server.

e) “PHP 5” for coding the program.



CHAPTER 4

EXPERIMENT AND RESULT

This chapter gives details of an experiment and its result. The proposed system is
separated into five steps. Each step gives details of designing for creating the system and the

results as follows.

4.1 Experiment Detail

The details of the experiment include the ones of a query sentence and the tested

department.

4.1.1 Query Sentence
The query sentence is only Thai language and the length of the sentence is between 3-20

words.

4.1.2 Department
This thesis tests the system in five departments of Mae Fah Luang University which
includes Division of Registrar, Division of Research Services, Division of Admission, Division of
Finance and Accounting and Division of Graduate School Coordination. Here are the described
brief responsibilities of each division.
1. Division of Registrar.
This division is responsible for general administration, enrollment, education roster,

schedule of class, examination and graduation as well as certification.
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2. Division of Research Services.

This division is responsible for three main functions as follows: firstly, this division
is responsible for promoting and supporting research work. Secondly, this division monitors and
evaluates the research performance. Lastly, this division exploits the published research to the
society.

3. Division of Admission.

This division is responsible for the overall admission of Mae Fah Luang University
with all student levels, including preparing the guidance documents, media release news and
information for students; recruiting and selecting students; and collecting and analyzing
information about recruitment of students.

4. Division of Finance and Accounting.

This division manages finance, accounting and property of the University to have the
efficiency and effectiveness as required by regulations of the University policy. The missions of
the division are divided into four areas: 1) Financial management, 2) Operation management, 3)
Human resource management and 4) Organization management.

5. Division of Graduate School Coordination.

This division is responsible for managing graduate education; creating rules and
regulations for graduates; providing consultation and services for graduate students; welcoming
special instructors and making their travel and accommodation arrangement; creating activities
for developing and promoting quality of graduate students; publicizing information about
graduates; controlling standards in graduate education; coordinating with the office of the
department to prepare a budget; and withdrawing and paying the cost of management education,

graduate education activities and budget control.
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4.2 Matching Test

This section shows the result of the proposed system giving an input query sentence. The
example of the input query sentence is “Gﬁy’uﬂauﬂﬁmaauﬁﬁé’ﬁﬁ%mﬁﬁﬂm” (Procedure for
approval of the graduate student). This sentence is tested by matching the input query to all
divisions to identify the best matched division. From this query sentence, D1 is pre-defined as the
matched department. After the parsing process, the keyword sequences are obtained as follows.

“{T”umeu_sw@auﬁa_v\;jff?n%miﬁﬂm_or’

(procedure_s|approval v|graduate student o|)

After the process of the parsing, the keywords are extracted according to the roles. The
sentence lacks the stop word. Therefore, the result keywords are:

6lglljlll{ﬂf)‘hl (procedure) is a subject, ‘ll@?)‘lélﬂ}a (approval) is a verb and

Nil?? W59 IAAY (graduate student) is an object.
From Table 3.1, the priority scores can be set as follows:

9
VYUADY (procedure) = 2, UBDUNA (approval) = 4 and I%iﬁ’?”ll%ﬁ]miﬁﬂy”l (graduate) = 6.

An example of the keyword database from the department’s websites is shown in Table
9
4.1. For example, it is shown in Table 4.1 that the numbers of the word ‘“YUHNBDU’ (procedure)

appearing in the webpage of D1, D2, D3, D4 and D5 are 0, 0, 0, 0 and 6 respectively.

Table 4.1 Example of Keyword Database.

keyword D1 D2 D3 D4 D5
VUADU (s) 0 0 0 0 6
YOBUNA (v) 1 0 0 2 10

Yo o =
ATUTINITANY (0) 7 0 0 0 1
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Next, the keyword weights in the query and each department are computed. The
computed keyword weights are calculated from equation (3.1) and (3.2) respectively, and they are
shown in Table 4.2. It is shown that each keyword has a different weight according to the

different department’s context.

Table 4.2 Computed Keyword Weights.

keyword Query D1 D2 D3 D4 D5
VJUADY (5) 3.219 0 0 0 0 19.313
YoIULNA (v) 2.043 0 0 0 4.087 20.433
Yo o =
Q NUIINITANEN (0) 5.498 0 0 0 0 5.498

Table 4.2 shows the weight of each keyword in the query and each department. This table
shows the department that has the weight which is equal to zero because the department does not

have that keyword or keyword frequency which is equal to zero.

Finally, the comparative result of cosine similarities between the system without context
relation (Garcia, 2006) and with context relation proposed by this thesis for the given example of
the input query with the weight and the context relation is shown in Table 4.3. As shown in Table
4.3, the example of the query sentence is matched with D1 which is the right department while

the method with the weight and without keyword priority matches D5.

Table 4.3 Comparison of the Cosine Similarities between the Systems With Context Relation

and Without Context Relation.

system D1 D2 D3 D4 D5
With Context Relation 0.837 0 0 0.305 0.700
Without Context
0.497 0 0 0.266 0.902

Relation
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4.3 Experimental Result

The proposed system was tested with 115 input query sentences in order to determine the
matching accuracy, examples of the input query sentences and matching results are shown in

Table 4.4.

Table 4.4 Examples of Input Query Sentences and Matching Results.

Pre-defined With Without
No. Query sentence matching Context  Context

department Relation Relation

o <
1 WaaswaouMsdu3onsany D1 D1 DI
o =} = v XK
2 MYUAMIaINIeuiTeUURINANEN
. DI D3 D3
Usyanes
3 duyange DI DI DI
1w [ =
4 amFnpamumsinindny DI DI,D4 DI, D4
g A Yo & =2
5 TuABUMIVBDUNARAUTINMIANY]
. D1 D1 D5
mamsanyae
6 wIMAIPUAINSINUMITUNURUGAY U
. : D2 D2 D5
M3ITYINUHAINUNUDN
9
7 TuADUMIVDTUTOINTOTTINMIIv0 TUNYHE D2 D2 D5
a A o s A g =
8 uIMNFoUIRIITTUNBAINDINIANY D3 D3 DI
9 '
9 JuppumsaazdntAn luunInede
» D3 D3 D5
uuvhvana
g}./ L= v A dy
10 TupouMIATNdLAZIUNNIYYANL
D4 D4 D5

WUAU

Table 4.4 shows the examples of the input query sentences and the matching results, all

of which are shown in Appendix A.
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The comparative results of the system using the context relation and without the context
relation (Garcia, 2006) are shown in Table 4.5. It can be shown from Table 4.5 that the system
using the context relation provides higher matching accuracy than the one without the context

relation.

Table 4.5 Comparison of Computed Weight With and Without Keyword Priority from 115

Queries.

System With Context Relation System Without Context Relation

Accuracy 86.09 % 80 %




CHAPTER 5

DISCUSSION

From the experiment and the results, the tested input query sentences can be classified
into three groups including correct matching query sentences, ambiguous matching query

sentences and incorrect matching query sentences. Details are shown as follows.
5.1 Correct Matching Query Sentences

The correct matching query sentences are query sentences that can be matched into the
correct department. The query is correctly matched because every keyword or all keywords are
matched with the context from the right departments. For example:

Consider query Q1 as follows:

{ 9 =

Ql. “sunpumsaazansiannlumninase” (procedure for disclaiming studying
in university)

After parsing and eliminating the stop words, the result is all keywords which have
already been processed, and a number of the keywords that are matched with each department

context are shown in Table 5.1.

Table 5.1 Keywords and their Frequency of Q1 in Database.

Frequency D1 D2 D3 D4 D5
VUADY (procedure , s) 0 0 0 0 6
aazaNn5 (disclaim, v) 0 3 2 0 0

RAGATR (admission, v) 2 0 5 0 0
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Table 5.1 (continued)

Frequency D1 D2 D3 D4 D5
UMING8Y (university, v) 9 8 2 15 11
Total 11 11 9 15 17

From the above query sentence Q1, D3 which is Division of Admission is pre-defined as
the matched department. Table 5.1 shows the number of the keywords from the query sentence
Q1 that exists in each department. From this table, only D3 has most keywords in the department
context. The comparative result of cosine similarities between the system without the context
relation and with the context relation of the input query in the example is shown in Table 5.2. As
shown in Table 5.2, the query sentence Q1 in the example is matched with D3 which is the right

department while the method with the weight and without keyword priority matches D5.

Table 5.2 Comparison of the Cosine Similarities of the Systems W/O Context Relation for Q1.

System D1 D2 D3 D4 D5
With Context Relation 0.601 0.601 0.781 0 0.528
Without Context Relation 0.443 0.443 0.576 0 0.779

This example shows that whether the input query sentence will match the correct
department or not is based on the appearance of most or all keywords in the department context.
From Table 5.1, D3 has most keywords of the query sentence. Therefore, D3 is the correct
matched department regardless of the highest total frequency, and it can be shown that D5 has the

highest total number of the keyword frequency.



30

5.2 Ambiguous Matching Query Sentences

The ambiguous matching query sentences are query sentences that provide the wrong
matching because of fewer details in the query. This wrong matching occurs in the case that there
are two departments having the same cosine similarity leading to an incorrect matched
department. Therefore, to increase the accuracy for this case, this thesis suggests that there
should be more details added in the input query sentence. More specifically, the main
consideration only of the verb and the object roles probably provides the incorrect matched
department. Therefore, if the consideration is extended to another role, such as the subject
complement, the object and so on, the weight will be finally distinguishable to match the right
department. Examples which demonstrate this addition are shown as follows.

Consider query Q2-1 and Q2-2 as follows:

Q2-1. “gan 3o 187 11 (Where can view timetable?)

G 1=

Q2-2. “infAnymSgneigmseiEenlanluu» (Where bachelor's students view

U

timetable?)

For this query sentence Q2-1, D1 which is Division of Registrar is pre-defined as the
matched department. After the process of parsing and eliminating the stop words, the result is the
keywords which have already been processed, and the number of the keywords that appears in

each department context is shown in Table 5.3.

Table 5.3 Keywords and their Frequency of Q2-1 and Q2-2 in Database.

Frequency D1 D2 D3 D4 D5
UNANYI (student, s) 1 50 9 7 1
USaNe3 (bachelor's degree, s) 17 0 1 1 2
A1519158% (timetable, o) 9 0 0 0 1

Total 37 50 10 8 14
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From the query Q2-1, the keyword “@15 9S8 (timetable) appears in both departments
D1 and D5. Therefore, the cosine similarity between the query Q2-1 and the department D1 and

D5 is equal.

Table 5.4 shows the matched departments with the different cosine similarities according
to the different input queries. It is shown that once there are only the verb and the object roles,
two departments are matched (D1 and D5). At the same time, when there is another additional
role such as the subject role appearing in the query, then the query sentence is changed to
“ﬁﬂﬁﬂmﬂ?ﬂgﬂujm‘éﬂmiwﬁﬂu"15’*7;”1141!” (Where bachelor's students view timetable?, Q2-2),

the correct department D1 is matched.

Table 5.4 Comparison of Matched Departments for Different Roles Consideration.

Input query sentence Considered Roles Matched Department
=) sld'
a1z lan lvu
Verb and Object D1, D5
(Where can view timetable?)
v X = = Y .
wndAnufSyanasgmsnisoulan v Subject, Verb and
D1
(Where bachelor's students view timetable?) Object

This example shows that the roles of the keywords affect the cosine similarity between

the query sentence and the department context.

5.3 Incorrect Matching Query Sentences

The incorrect matching query sentences are query sentences that, although there are
additional details in the query sentence, the result of matching is still unmatched with the pre-
defined department. For example:

4 a ao
Q3-1. “UNUNNITNIITU1IATINITIVY” (Criteria considered research projects)
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After the process of parsing and eliminating the stop words, the result is “Lﬂm“ﬁ_s|
TRRE i,m_vﬂﬂi N3 %JEJ_OF’. (criteria_s|consider v|research projects o)

Q3-2. “mmcvi'miﬁmﬁmﬂmqmﬁ%”aﬁm%’ummifj"’ (Criteria considered research
projects for teacher)

After the process of parsing and eliminating the stop words, the result is “!,ﬂm“ﬁ_s|
WS mi_vﬂﬂi NIV 8 0[01913 fj_o|” (criteria_s|consider v|research project olteacher o).

For the query sentences Q3-1 and Q3-2, D2 which is Division of Research Services is
pre-defined as the matched department. After parsing and eliminating the stop words, the result is
the keywords which have already been processed and the number of keywords that matches each

department context is shown in Table 5.5.

Table 5.5 Keywords and their Frequency of Q3-1and Q3-2 in database.

Frequency D1 D2 D3 D4 D5
s
INUN (criteria, s) 3 2 1 1 1
91397 (consider, v) 4 2 0 0 0
TA59015398 (research project, 0) 5 4 0 1 1
919156 (teacher, o) 2 0 0 0 9
Total 14 8 1 2 11

Table 5.6 Comparison of the Cosine Similarities between the Queries Q3-1 and Q3-2.

Cosine similarity D1 D2 D3 D4 D5

Query Q3-1 0.997 0.961 0 0.343 0.343

Query Q3-2 0.952 0.756 0 0.629 0.63
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The comparative result of the cosine similarities between the input queries Q3-1 and Q3-
2 is shown in Table 5.6. From Table 5.6, the cosine similarity shows that the query sentence Q3-1
matches the department D1, but D1 is the incorrect department. Although the additional

department role is added into the query as Q3-2, D1 is still matched with the query.

The reason why the results of the matching between the query sentence and each
department context is not correct is because most keywords from the query sentence appear in the
department D1 and, when they are compared with the ones in the department D2, the highest
cosine similarity between the query sentence and each department context is always matched with

the department D1.

From this case, it can be noticed that the database that is used in this system collects the
keywords and their contexts from the departments’ websites. Although the use of the databases
from the websites can ensure up-to-date context of each department, functions of the departments
are not always explicitly represented from their websites. This situation makes the database that
collects the keywords only from the departments’ websites not to have the content that covers all
of the department functions. Therefore, the suggestion can be made here to provide the high
matching accuracy that the database should be updated automatically through the website and

manually by the administrator.



CHAPTER 6

CONCLUSION

6.1 Conclusion

Currently, automatic Internet-based query systems are developed in order to improve the
response time of incoming queries to be more quickly and automatically. However, these systems
usually lack the efficiency in terms of accurate responses. Especially, Thai query system usually
faces the problem of wrong matching from the keywords spelling matching with unrelated
departments, which causes wrong distribution. Therefore, this thesis proposes an automatic query
distribution system, and the main contribution of this work is to design and implement Thai query
distribution system using context relation aiming to solve the problem of the wrong matching
from the keywords spelling matching with the unrelated departments. This thesis applies the
vector space model with the context relation which is the relation between keywords in the query
and the department’s context in terms of the roles of each keyword. This thesis considers the
keywords’ frequencies and their priorities to match between the query sentence and the

department.

The experiment with 115 query sentences and five departments of Mae Fah Luang
University shows that the system using the proposed context relation obtains 8§6.09% matching
accuracy. From the experiment and results, the query sentences can be classified into three groups
including correctly matching query sentences, ambiguous matching query sentences and
incorrectly matching query sentences. Firstly, the correct matching query sentences are the query
sentences that provide the correct match. Secondly, the ambiguous matching query sentences are
the query sentences that have the wrong matching occurring in the case that there are two
departments having the same cosine similarity leading to the incorrect matched department. To

increase the accuracy for this case, this thesis suggests that there should be more details added in
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the input query sentence to provide more priority roles. Lastly, the incorrect matching query
sentences are query sentences that, although some more details are added into the query sentence,

the result of matching is still unmatched with the pre-defined department.

6.2 Future Work and Suggestion

The third group of the query sentences, which is the incorrect distributed query sentence,
demonstrates that there are the limitations of the system because the databases that are used in this
system collect the keywords and their context only from the departments’ websites. Although the
use of the databases from the websites can ensure the up-to-date context of each department, the
functions of the departments are not always explicitly represented from their websites. Therefore,
in future work, the databases should be automatically updated through the website and manually
by the administrator. Additionally, to improve the overall performance, more studies about the
roles of the keywords to identify more appropriate priority should be required. Besides using in a
query distribution area, the proposed system can be applied to other text oriented applications
such as text retrieval and question answering. Moreover, to be able to use with other languages,
the appropriate parsing process and the keyword priority identification are required with regard to

any nature of those languages.
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LIST OF INPUT QUERY SENTENCES AND MATCHING RESULTS

Table A.1 List of Input Query Sentences and Matching Results

Pre-defined With Without
No. Query sentence matching  Context Context
department Relation Relation
1 WansaeUmMIdIEansansn DI DI DI
2 MMUAMIAINZiguE gUUBNINANEI
. DI D3 D3
YSyaes
3 duyange DI DI DI
4 msnmamumsdhninfnu D1 DI D1
5 swFeddourumsdeuianuiney
L. DI DI DI
FU5IMIANH
A Ao = ~ ~ v
6 AnmindnunlSyanaiaunsoaamzibould DI D5 D5
7 MIT09UNMITANH DI DI DI
8 MIoonHIIdedIAYNIMIANY DI DI DI
9 yiminsiszdnindnm DI DI DI
10 Bumiewwesyanaiiosaonlan lvuasy DI DI DI
11 MUUANSINY-aATIEIH DI DI DI
12 vzud llseiminanu ldedals DI D3 D3
13 Bmud lvlszimindnudeariedials DI D3 D3
14 unAnufSyanesame mamuaﬂmﬂma"lm DI DI DI
15 TUABUMITVOOY winddidamsanyina
DI DI D5

= v G
msanlaevenindnlSyanas




Table A.1 (continued)

Pre-defined With  Without
No. Query sentence matching  Context Context

department Relation Relation

Y
C4 L2

Yo &
16 UYUADUNITUDDUNAN ’llj{l]ﬂ']iﬁﬂ‘]%nﬂ']‘ﬂ

. DI DI D5
msfny1lay
17 ves0AzIBEANANgATNILIAMART DI DI DI
= 9 [ = Y o 1
18 msasnzdoudiuszaumsanyidesiiosls DI DI DI
=2 A 4 a
19 uwumsAne Sy eIfalmaniavin
L. DI D3 D3
MBIVUFIND
o Y 1 o <
20 MuamsdouinnuinoudusamsAny DI DI DI
21 madieuTouseImndeinedils DI D4 D4
P
22 ATNADUMINADUDINTE AN 11U DI DI DI
23 QAT NIFIUNNANEN DI DI DI
= v K =
24 @aanisuEnAnYITYes DI DI DI
gJJ =) =)
25 JumpuUMIAINZeuEsuvefIyanIn DI D5 D5
U= v Aawv | " yd'
26 vegierinidegulnalan lnu D2 D2 D2
27 AYINNINUTIBAZIDEA TUM VRN UV
- D2 D2 D2
M3
28 Mg Iazamsine D2 DI DI
20 wuamalPianeInumMITunuRUgArIUNS
N . D2 D2 D5
NN AINUNBUDN
30 Ugnumsveninauenan1siveves
. D2 D5 D2
YNNG
31 daszgudununimnmsnguilssma GMS D2 D2 D2
d'da’ v Ao
32 Tasamsi@eainidy D2 D2 D2
33 IASINIsZANANOIMHUANANIIUINY D2 D2 D2

34 gudeiaus Ingsanisdve lan lvu D2 D2 D2




Table A.1 (continued)

Pre-defined With Without
No. Query sentence matching  Context Context
department Relation Relation
Aa o ] 4 a o
35 IAsaMTRuLenaINNgNgNSMNAATNITIDY D2 D2 D2
36 1A30UIIATINUNIAMIIDADUUY D2 D2 D2
Ao A Yo Y]
37 Tasamsdvso lasunuaivayuaulszanm
, D2 D2 D2
NHUIPIUNIUDN
&' % (-] a v
38 mstlsggumaiuilamainanesenuly
) . D2 D2 D2
RVaANYIA
= v W 4 1 soltiy
39 MIAn¥ISRaNYaltaznaAIvRed 1y
oo D2 D2 D2
INIATYITY
40 FofmuauazuUINIMIAUTUNINITNITe 11
J D2 D2 D2
YW
Y
41 TupeUMIVDTUTEINIoEITUMTI o TuNyLd D2 D2 D5
42 IAAUNUUNDITUONAIIUITOTA1E 1T UBL D2 D5 D5
=3 a a oA d’ 9
43 18azPANIoUTFRUAMS (599 M3y
R A D2 D2 D4
T50nTUTLVVUINITNUIVBUNIIA
44 ANMTRNTANTDITUINTINIE NS
, 5 D2 D2 D2
NUINUMATY
~ A a a o
45  UBTYATBDIANUALNSINY IATINTOUTY
k)
"UADUNTIAANTUAT AL MTTUAUNT NI TU D2 D2 D2
natlgyan”
46  sTUUSUATINITEINA D3 D3 D3
= d' % [ v o =R
47 F198LReANYINUNTTUANATUNANY
B D3 D3 D3
USyaes
48 wangundeuasouan s lumsainsh
D3 D3 D3

= 1
ANEYIND
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Table A.1 (continued)

Pre-defined With Without
No. Query sentence matching  Context Context
department Relation Relation
1 [ @ v X ~
49 ymmsiuaNasinaneTyaas D3 D3 D3
50 MUUAMTSUANATIAZAAERDNITAANYN D3 D3 D3
51 muuamssuaiasuazaa@entindnyan
. e D3 D3 D3
anu luurInerasuyihviang
[ td'il 9 [ 4
52 wangunaeslslunmsaeudunival D3 DI DI
o Ay Y o s A 9
53 wangunaeslslumsasuduniyalineri
- ) . D3 D3 D3
Anpluszauinanas
[ v J Y a 9 [
54 szndunusuaz Inusnsveyamssy
L D3 D3 D3
UAANH
55 AMIIAMUSUUMALINTTAMITNMITUINAAY D3 D3 D3
56 lumingszautunaanun D3 D3 D3
4’ YA A Q'{ Y =K [
57 A3 EUIBFOHUANTNANYIMANTAT
- - o A ol , D3 D3 D3
Usmsgsnwiadia lan lvuag
58 deyadmsudauladidnuiszauiSyaas D3 D3 D3
59 31wazPEANnaNgAIIazAIBITITHINMIANY D3 D3 D3
=S (% o ﬂld' I =
60 31vazPeaNITUANAIHNALTuTNANY
a (% 19 (% 9 =K D3 D3 D3
YHNINeRgUNNIMa NN LUIANH
61  MUUANMITSUINANTN D3 D5 D5
62 MUUAMITUMIATINANY D3 D3 D3
63 NI FOURNIETUN B D3 D3 D3
a A ) S A YR
64 @1VIFINTOURNIETUNIHAUNDVIANE D3 D3 DI
' A = A <Y A )
65 feNIITIMMAANEIAATIZHUBYANEINY
D3 D3 D3

mssuindnu
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Table A.1 (continued)

Pre-defined With Without
No. Query sentence matching  Context Context
department Relation Relation
66 MBITUHINMIANYIAADANANGAS
D3 D3 D3
Tawlszana
67 ARAMISVINANHITZUUNAN D3 D3 D3
Y 4
68 AunpuMIAazansany luniInede
» D3 D3 D5
uuvana
F) 9 A a 1 [ o v A
69 MTNUIMsFhesuaNasuazAa@en
. D3 D3 D3
UNANYT
4 g‘/ d' =Y
70 uuUWeTNIDIANATOILU D4 D4 D4
71 MaeudIMiUoITINeY D4 D4 D4
@ < a [
72 PR EANURUATITUIIIUMTANY D4 D4 D4
73 gANTIUTIaReANeINY uLinEuY
o - . , D4 D4 D4
AIAANITATAYING VDAL
74 danlumainRuar e lunsduiiunmsg
v - - D4 D4 D4
IR ERE AIARE
75 AFMSIUNIEASIUNINUZLAZANWNFINST D
D4 D4 D4
UYAAANIBUON
9
76 NuATFUNATTUNNTYFNHHMINIY D4 D4 D4
77 alFnelumsdamsiFeunmsaou D4 D4 D4
78 mlFnelumsdunalllgiiaa D4 D4 D4
A A ) ' Yt
79 worinRud1sene lan lvu D4 D4 D4
anqg ¢ A v A
80 2% [T UVUINITYAAINTHIUATOUIY
o D4 D4 D4
DUINDIIUA
81 1®NA1T 1UMTIATNAINOVUNUNTNINUNY
D4 D4 D4

nanlng
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Table A.1 (continued)

Pre-defined With  Without
No. Query sentence matching  Context Context
department Relation Relation
82 wanaaimadnkdu D4 D4 D4
83 wanmaaimadndumsusese1nsdiey D4 D4 D4
84 daNAsIINHeNMINeU TouT1eIT IR
y D4 D4 D4
nangag
@ J A A 1 [ = o
85 wannaximsauRumlseiuveudonioni i
v e o D4 D4 D4
ANy
86 MIMUUABATIAADUUNUVDILNNELAY
D4 D4 D4
We11a
87 Ruauunugnssgaalumsdssdunay
- A . . , - D4 D4 D4
MM INDMNIA TN UINIIFING
88 WAnINWININERUIITaNIoNTodaUIAY
asndodouioAm@enmiinuaelfiians D4 D4 D4
BN
g’/ v X v A dy
89  YupoUMIATINABVUATTUNNITYIYAHT
5 D4 D4 D5
WINIY
90 oA IMIMRUINUATIUAYUMTARULAZ
aw D4 D4 D4
M13798
U VAo d A
91  mMamuNeAMinElue@Pen D4 D4 D4
g wa 9o & =2
92 AUADUMIVBBYNANTUTIMIANLN
. D5 D5 D5
MmamsanylatevestlSaain
93 msdagUuuumsiuINeIinug D5 D5 D5
<, 1 a o
95 miviiedugoNNeUAVANT IRUANNIINGHE
D5 D5 D5

wivana
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Table A.1 (continued)

Pre-defined With Without
No. Query sentence matching  Context Context
department Relation Relation
Y J o ¥ a 4
96  @RNAWVVAIIVDATIVFULDUMINUN
PR D5 D5 D5
e lvg
Y
97  BYINNIIVIUABUMTAINTIVFUra
o, D5 D5 D5
MUNUD
98  §UTPIDINTONIAY D5 D5 D5
[ a a s Y I
99  BYINNTIVNNIATIIUINGUNUTAD U U
, , D5 D5 D5
a1 15A
A a’d‘ a a 4
100 AUEANLAYDID1150NYT NEIINGINUT D5 D5 D5
101 ngszdeunazderiinuszauTaAafnm D5 DI DI
102 Winnealdneslumssamsanyiaziangsy
o D5 D5 D5
FEAUUNAANH
Y
103 VUADUMTUDIAUDYIV DAL 1T
L D5 D5 D5
MSUNUS
104  HamsdoUiAnNiNMBIBINgBYeeSynIn D5 D5 D5
a o a A a 4
105 ¥0IFIAFUUMVUMINUHINGUTNUT D5 D5 D5
106 T1wFeRdoUMUMIAOUTEUIAAINS D5 D5 D5
107 91802BYANTVONUAUUAYUNITIVONN AN, D5 D2 D2
108 NUMTANBITZALTUNARNYIVOIADILUIY
R D5 D2 D2
AU Insasou
A P a a o [
109 518%F0019155NUTAHIIMNTNUTVOIHANYAT
) ) D5 D5 D5
IS
9
110 519azBeALaz I UADUMITUANTNY 5Dl
D5 D5 D5

a a J Y o ' Y '
’JTIEJ"IHW‘L!‘E@]@QTI"I@EJ"IQ"li‘]J”IQﬂz
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Table A.1 (continued)

Pre-defined With  Without
No. Query sentence matching  Context Context

department Relation Relation

@ I o '
110 Waﬂlﬂm“ﬂilllﬂ'ﬁﬁ]f’lﬁgﬂ’l‘ﬁijulﬁﬂuﬂ'ﬁﬁﬂﬂ1

INUANUDIUAANHITEAULUNAAAYN
Y
111 fuaoumsimsansn laedassiuasas
o D5 D5 D5
UNUT
A P Y Y a
112 gaevoemnsdnfinuimssuaiioase
o D5 D5 D5
3 [ =
wangassgUsemaumans 1an Tnu
113 FomuuaneInumsiIneinug D5 D5 D5
o 1 9 U S A o
114 msaivayua lsnglumsmeonnsuasAnum
D5 D2 D2

GERTBRT:

115 193991815298 D2 D2 D2




APPENDIX B

EXAMPLES OF DEPARTMENT CONTEXT

B.1 Division of Registrar
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Copyright @ 2007 Division of-Régistrar
Mae Fah Luang University Chiang Rai,Thailand

Figure B.1 Example of Context in Division of Registrar.
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B.2 Division of Research Services
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Figure B.2 Example of Context in Division of Research Services.
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52
B.3 Division of Admission
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Figure B.3 Example of Context in Division of Admission.
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B.4 Division of Finance and Accounting
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Figure B.4 Example of Context in Division of Finance and Accounting.



B.5 Division of Graduate School Coordination
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Figure B.5 Example of Context in Division of Graduate School Coordination.
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APPENDIX D

TESTED SCORES FOR PRIORITY SETTING

Table D.2 Tested Scores for Priority Setting

Subject Verb Object
Role Subject Verb Object Accuracy
complement complement complement
Scorel 6 5 4 3 2 1 77.42
Score2 60 50 40 30 20 10 77.42
Score3 6 1 4 1 2 1 77.42
Score4 6 1 2 1 4 1 74.19
Score5 4 1 6 1 2 1 74.19
Score6b 4 1 2 1 6 1 74.19
Score7 2 1 6 1 4 1 77.42
see 20061 e
Score9 60 10 40 10 20 10 77.42
Scorel0 60 10 20 10 40 10 74.19
Scorell 40 10 60 10 20 10 74.19
Scorel2 40 10 20 10 60 10 74.19
Scorel3 20 10 60 10 40 10 77.42
R
Scorel5 60 1 40 1 20 1 77.42
Scorel6 60 1 20 1 40 1 74.19
Scorel7 40 1 60 1 20 1 74.19

Scorel8 40 1 20 1 60 1 74.19
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Table D.2 (continued)

Subject Verb Object
Role Subject Verb Object Accuracy
complement complement complement
Scorel9 20 1 60 1 40 1 77.42
s 201w 0@ 1w
Score21 1 1 6 1 1 1 70.97
Score22 6 1 1 1 1 1 77.42
Score23 1 1 1 1 6 1 70.97
Score24 6 1 4 1 1 1 67.74
Score25 6 1 1 1 4 1 74.19
Score26 4 1 6 1 1 1 74.19
Score27 4 1 1 1 6 1 67.74
Score28 1 1 6 1 4 1 77.42
Score29 1 1 4 1 6 1 80.65

It can be shown from this table that the score set having an object as the first priority
role; a verb as the second priority; an object as the third priority; and the compliments of a

subject, an object and a verb as the least priority provides the highest efficiency matching results.



Table E.1 Word Table

APPENDIX E

TABLE IN KEYWORD DATABASE
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Words Category Words Category
a [ 19
GMS n YvINeasuvana n
'd
ADRESIEG n YOUAVANT v
[ Y =2
AALIUIANY v WAIFIU n
) =
N adj gu v
1 d’
nauilseme n Gy \%
9 Y a 4 .
MIAUANDATE n gNHAANT adj
MIMAununalna n 5915V \Y4
Matlsza n FLANANDY \%
n157398 n 52A1 n
= [ =1
ASANYI n FLAUMTANY n
= a [ [ a K
msany laedasy n sEAUIUNAANYI n
MIaou n 521 n
o =
ASAUTINITANHY n FLUVNA n
A a 1 1 a S <3
AREIERY n FTUVUTMIYADINTHIUATOUODUNDSTITIA n
MUUANT n 51 v
MUUANANI v 5UR59 v
NINITY n Funu v




Table E.1 (continued)
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Words Category Words Category
U . [ v K
nou conj JUUNANEN v
UDN prep Fua v
VDN v 51509 v
VBN v SUANAST v
[ [ Y A
VOTUNU v PN v
RER RGN v F1991U- v
VDB N v 31991199 n
A Aa v ) 4
RRITEY v 518UV AU 30 n
2 A
TUADY n 319%® n
1 =
91 n 319921099 n
Tomrua n 51839 n
Y o o A .
V919IA1 n 19D adj
9 1 1
Toya n PATAEY n
Va0l n gy n
a 4
VOLAUD n PRI SIS TREATENRY n
9 =1
13 v ANz U v
A5 end aanziieuiseu v
Y Y
ANUNIINUN n an v
F o
AN n a v
(= v 9
Alaon v ANNG v
o ¥ @ Y
1304 n ugame n
o ¥ Y 9 a o
fT9UDBYYIAUINBIAD n 29 v

a

HNU

)3




Table E.1 (continued)

61

Words Category Words Category
GLIR n 2% n
AaIANLA n IS n
U= a a 4
Ao n MUNUT n
= v Aawv 1 a J
AN ITgu N n INNEANS n
1 a L=
Ay end INPTATHFININ n
1 Aasy
AANDLUNY n % n
1 d' %] =
ANNN n N3 n
1 ~ aq 9
AMBITUL N n 19 n
] ~ = a J
ABITUTEUNITAN n AATIEH v
1 Y] < a 4
anlszruveuderiienall n fatlemaas n
AMETUNIN UL n ANHN v
ASNHINGIVD n ann. n
ASNEIENIN n ao1uIveuEITU InTATOU n
51504 n ana n
Maou n ATy v
amldae n mins v
9y o 9 =X
AUM v ANATIANH v

JulszanauNuAY
U

U

AUMIANTN

5YFTTU

o 9 = 1
AuATNANYIND
o £
GLELAI
AIAANS
aoU
G
9
douszuIanug

CRMPCL PRI




Table E.1 (continued)

62

Words Category Words Category

a Aa o 4 [ r'd

395353UN3290 1Y BY n Aunyal v
04 v AuuU n
N IAFBITY n a119% n
9 v AT ITUBU n
IANINTTN v A5 v
AR v AMIRNUT n
99 v d1599918 v
IATUNUI v 15U prep

o & =
10 prep AUFINTANH v
19 v ansiuag n
o 7 . Ay
VAN adj auau v
S AP v @:’ prep
LAATY n a9 v
giudoya n d9n329 v
AT MU v duaueanysal n
ANUUNT v arlszaunuianadnmn n
ANTUNINT T v NG OENEREY n
v A o [}

9 v nilsdod ALy n
A3 ToTaL v RTOTIRRIN] n
A58 01 v NUIWUNIATY n
AN adv Y1I9IUNYUDN n
ANATDITU n wieunelu n
Qb adv nangu n




Table E.1 (continued)

63

Words Category Words Category
A0 n nangas n
AEARTELY n WangATWeIIaMaAn; n
A a -4 [ 4
ANUN v nannal n
] v 9
#19 adv 199 n
Y a A oA
A4 aux VIV PITANS v
nindaumatlyan n BYINNI v
nlszma adj GI v

= (]
NNMIANEN sc 961415 ques
MBI adj 201 adv
m v panvodoL v
o A .
M504 v 99131 n
Nog n PNTIMABLLINY n
{ o ' =
Nl pron 9RI1ABITUIY n
=~ @ = 3 a
NUMIANY n AIUTINAVIIU n
Ay a a v W 4
NUITBIBIIBING n Aanuol n
NUATUAYUNTINY n 910158 n
o =
nuaiayuavlsznu n 919136N135n11 n
v Aav I
N9y n D1TINLAY n
v <K 4
NANEN n (NALN n
v =2 G d‘ v
nANYIS YT n NeINY prep
= v v Aa K 9 =
NANEITEALLUNARNE n ARG v
Yy 9
Huauo v DI v
UNIIANT n IATOUIEN1TING n
? dy A 1 a I <3
IRTEHD n IATDUIIDUIND LTI n




Table E.1 (continued)

64

Words Words Category

a Y
VINIYAAINT CRIGEN n
=) =) -2 = Q'l
STERSRER ALY Ruilsgiuveudevinena 1l n
YINI3FIND NU5197a n
% = t;‘ (%] a

FgNULWITNIIY RuUauuINal n
Taunafnm Qualtaas n
GEGGI R RURANYUNITIVY n
Y] o w o = 9 9 d' a

a5152021nAAY DIUUNUITNT n
h DN adv

a a 4
YAAANIUDN WD adj
gy IAUNTY v
Uia 193 83 v
ILNEER e Tou v
[ 1 o a
sz dunus Men Tous1eIw v
Yseyuduuin 1inay v
Uszurannng inEu v
sz iminAnu LHELNT v
1Jszaruau NN-a9 v
SIEEATAY TRV v
YSanes ATHEE) v
USayauen TRV v
Yy In 1o conj
A
A e ls ques
a o d‘ 1

NaNI3IV o' lvs ques

AANTU

~ 3 a
ITYNINVNU




Table E.1 (continued)

65

Words Category Words Category
Aa v =3
NAUIY n iFeu v
Y
funeU n iFeUND v
- , A
) adj 1599 n
Yo 1 4
Hnugua n ey sal n
F) a < 4
HN3 90l n ' Tel n
Bld'd RS Q(
HNBUGUTNT n YD v
Slld' I v =X 1
Hnadluinany n 111918 n
YA A £ Y =K
HUANTINANY n NI n
é’ﬁ Tuergu n uf lay v
Aauly n HUIN n
Aeruladndnyn n TETTTD) v
9 1 o ¥ a 4
HaoUH 1Y n HUVATBIV0AT IV FUUVUMIWUW n
Yo o = 4
HAUTINIANEN n wuunesy n
1 =
WU v LHUNTANH n
[ 4
e n LN n
wiinaueeilianisnam n Len v
Ne1U1A n Hag conj
4 1
NYIVIAATAS n HHAINUAIBUON n
N1 v Tasams n
d'dy v Ao a o
NAYINIY n TA5aNMsIe n
= Y
NMANTANHIAY n TAsamsousy n
=
Mamsanyi1ane n Tawlszana adv
NMATY n T5unTUTLVVUITHITNUIVIUNIIIA n
v 1 9
NATTIMBNTY n 1 v




66

Table E.1 (continued)

Words Category Words Category
A
G ARG RIIY n Tu prep
NIUDN adj luaiing n
=l a a
MBIVUFIND n ludin n
AMYIVINYY n lunRuaig@msmsneIne n
wywd n TudinRud1s0a91e n
Y a
ARG n Tnuims v
a % Y 1
HIINO1HY n Tviun v
=} v @
M3iEeU n F2UVVTUATINIU 2N n
[ [ 14
Mrua v sylszenaumans n

From the category attribute, n is a noun, conj is a conjunction, prep is a preposition, v is a

verb, adv is an adverb, pron is a pronoun, aux is an auxiliary verb and end is an end word.



Table E.2 Keyword Frequency Table.

D2

D4

keyword D1
ng 0
YUY 0
YUY 0
N5l 1
n3Y 0
NSNS 0
NTEUIUMS 0
nagns 0
nAUNTOA 0
naN 0
NA19IU 0
ngu 0
1717 0
NRINU 0
nu 1
N 1
MIINEAT 0
MU 1
M3y 0
5398 8
Mt 0
MAugua 0
Myua 2
AMUUANIT 5

nINTIN 0




Table E.2 (continued)

68

keyword D1 D2 D3 D4 D5
AUATWUT 0 0 0 0 2
R 3 12 1 1 1
AU 0 0 0 1 2
N5 A 1 0 0 0 0
INYAT 0 1 0 0 0
G 0 1 0 0 0
1N 0 2 0 1 0
nu 2 0 0 1 0
Aoy 0 2 2 6 2
un 0 1 0 0 0
un v 9 34 1 0 1
VoY 0 1 0 0 2
h) 60 160 0 1 1
LTREY 0 0 0 1 0
MIFUTIMIANY 8 0 0 0 0
NG| 0 0 0 1 0
do1aAy 0 0 0 0 1
Joya 54 36 1 1 1
foaou 1 0 0 1 1
ToIaUD 0 51 0 0 0
Tuaou 0 0 0 0 6
T131¥3 0 0 0 1 0
W1 0 0 1 0 12
VIS 0 0 2 0 1
Vunzifou 2 0 0 0 0




Table E.2 (continued)

keyword D1 D2 D4
ERUIR, 0 3 0
R 0 2 0
ML 0 1 1
ANNTE 0 0 0
au 1 1 0
AUIY 0 1 0
aulu 0 2 0
a%q 0 0 0
A3y 3 0 0
AN 1 0 1
A5 1 0 2
GRRITH 94 39 0
AU 0 1 0
ALLULIDEY 0 0 0
AaLaon 0 2 1
M 0 0 10
mldae 1 4 1
19 0 0 0
AMOULNY 0 7 1
MB55UHEN 6 0 1
MSNEINYIVIA 0 0 1
GRRTRL 0 0 0
I 0 0 3
il 0 1 0
MUy 0 0 0




Table E.2 (continued)

keyword D1 D2 D3 D4 D5
M504 1 0 0 0 2
fM5oave 1 0 0 1 30
fn 0 1 0 0 0
A
Ay 4 0 0 6 0
A
o 0 0 0 0 1
A0l 0 0 0 2 0
AUNIN 1 4 2 0 7
A 3 0 0 0 0
AaANIA 0 0 0 0 2
=
GETk) 4 9 0 0 1
A
1130 0 1 0 0 0
CERRRL 0 4 0 0 0
CERNIT 0 0 0 1 0
A A
139930 0 0 0 0 2
150981914 0 0 0 0 2
CRIGER 0 0 0 0 2
Tas4 0 1 0 0 0
Tnsams 0 18 0 0 2
TA59715298 5 48 0 1 1
1593519 0 0 0 0 4
Tasaadna 0 1 0 0 0
ICRER 0 0 3 0 0
U 0 0 0 1 0
quilsgua 1 4 1 2 2
U 41 24 11 11 11




Table E.2 (continued)

keyword D1 D2 D4
UM 1 0 3
K} 5 0 35
RuAeu 0 0 3
Ruilsenu 0 0 1
_uan 0 0 1
NUazau 0 0 1
NUd1599 0 0 3
g 0 37 0
395351 0 1 0
I 0 0 1
NI 0 0 0
AN 1 1 5
1M 5 23 1
AT 0 0 1
DRl 1 4 1
NUIU 1 0 0
ULUN 1 0 0
1139 1 0 1
21U 1 1 0
m?;a 1 0 0
U 0 0 0
il 1 0 0
FANUT 0 0 0
%17 0 0 0
M3 17 1 1




Table E.2 (continued)

keyword

D2

YANFY
FUBU
<3
1%
1%
1%
10y
=} 1
1% e 1
Y
19918
9 o
1952 Toaal
9
F01
BN
é o (%]
FINULAZAU
91U
9
gudoya
9
RTRRE
a
A
dela
Y
aoY
4
AU
o
A1 lvian

ANNUNT

ANUUITU




Table E.2 (continued)

keyword

D1

D2

A39
f32951
A31d0Y
AavAIU

210

)
ADINTT

CPREAR
19919

AN 9




Table E.2 (continued)

keyword

D1

D2

AT

ANTWTAOU

NSNYINT
y A
090U
1 d'
NN
=\
NeIUYU

NNYe

10




Table E.2 (continued)

keyword D1 D2 D3 D4 D5
waa 0 0 1 0 0
Nuae 0 0 0 1 0
W 0 0 3 0 0
w2l 2 0 0 5 4
Wend 0 0 0 0 1
NNNIT 3 0 0 2 0
mMu 2 0 0 0 0
m 1 1 0 1 2
NNIU 0 1 1 4 1
NANN 0 2 0 0 0
il 0 2 0 0 0
MY 1 0 0 0 0
I 2 0 0 1 10
AN 0 0 0 1 1
nga 0 0 0 1 0
nu 0 5 0 4 2
NUIY 0 4 0 0 0
malulag 0 3 0 1 0
Mo 1 0 0 0 0
Moy 5 0 0 0 0
U 0 0 0 0 2
Tne 0 0 1 0 0
TUINT 0 0 0 1 0
FITNWIA 0 0 0 0 1
FITUHUN 0 0 0 1 0




Table E.2 (continued)

keyword D1 D2 D5
$134 0 0 1
5309 0 1 1
uleue 0 2 0
Uan 1 0 0
oo 0 1 0
N2 3 12 0
TnAnEN 177 50 1
U1 0 0 0
TRITRLate) 0 1 0
iy 2 3 0
Huauo 2 63 1
U 0 0 11
UNITAMS 0 0 0
T 0 0 10
Uy 0 0 0
e 1 0 0
Uz 0 1 0
HUZLUY 0 0 0
UNANY 0 2 0
YU 0 1 1
UTY 0 0 1
UFTOMA 0 1 2
U5 0 1 0
UINT 3 2 4
13919 0 0 0




Table E.2 (continued)

77

keyword D1 D2 D3 D4 D5

1UTUIT 1 3 1 4 1
UIMITMIANY 0 0 0 0 3
UINITFIND 0 0 1 0 5
L] 0 0 1 9 0
Tune 2 0 0 0 7
Taunafnu 0 0 3 4 28
iail 1 0 0 0 0
% o v R

A515201021NANYA 1 0 0 0 0
-1

unn 0 0 0 4 2
SThYY 1 0 0 0 0
Y A
SIRTSTN! 0 0 0 0 1
yana 1 0 0 1 3
LRI 0 1 0 3 0
A3 0 0 0 2 0
YTUINT 0 1 0 0 0
YN 0 0 0 0 2
1wn 0 0 0 1 1
SIIELY 0 0 0 1 0
11e 0 0 0 6 0
U1 2 1 0 4 2

4
wuuesy 0 0 0 3 4
I'4 gz tﬂ' a

nuUWeTUIDIANATOIDY 0 0 0 1 0
1y 2 0 0 10 0
luin 0 0 0 5 0
luinRudisoene 0 0 0 1 0




Table E.2 (continued)

keyword

lususes
luaiing
Tudeny
Tuia3a

1ln

)

=
29)

=)

=

IONE
Uiiams
SIGNEERLT
alsu
15
SIEERY
szms
Useme

SIEPAN

ey
Yszmnduwus
Uszayn
Usziiule
Uszme
szl

1)5219M

sguna




Table E.2 (continued)

keyword

D1

Uszunana
SIEETOT
U5z Tomni
5294
Yszaad
Useau
Useansna

sLANTNN

=2}

Wuduly
RYIIGL!
wldeu
wlaeumla
Fhvane

Talsunsy

Tsala




Table E.2 (continued)

keyword

D1

D2

Wa
WA
NANTUIDY
a [ J
NARNUN
NOUNL
W4

W1

=)

aAnaa

EEQ eze QEQ
=20
=
]
=
-
2

o))
Se
o
o
=

LHELING
LMY
Y

=2
UHUMTANH
HHUAY
e
fhedans
fhesy
Wnousu

9

Ny
WUAIU
Eth!

Wau1a

¥ e
NIDUNI




Table E.2 (continued)

D2

D4

keyword D1
N5e 0
N5LI1% 0

=\
NILINBAYHYN 0
NILTIVNIU 1
wale 0
Wen 0
YUINS 0
L) ]
a J

WIalwe 0
N1 4
ady
NS 1
a J
NUN 0
NIFAH 0

=
DD
x=
<o
S

=)
P
(e

&
NINULDI 0

=h.
(e)

RTEIGEY 0
ol 0
4
UWNG 0
osu 0
h 0
Wy 0
1 0

AANIANH 2




Table E.2 (continued)

keyword D1 D2 D3 D4 D5
mangdou 0 0 0 1 0
MAmiie 0 4 3 0 1
Meld 0 2 0 1 0
NYUIN 1 50 0 1 1
Melu 7 2 1 2 0
IND 0 0 0 0 1
NYIVINYY 1 0 0 0 4
M 0 0 0 1 0
2iA 0 3 0 0 1
uywd 22 17 0 0 0
T 0 1 0 0 3
R IRTETES 0 0 1 0 29
UMINGQY 9 8 2 15 11
nwﬁmﬁﬂﬂmuuﬁu 0 0 0 0 2
uoy 0 0 0 0 1
A 0 0 0 0 1
HIATITU 0 0 0 1 1
Fasiiu 3 0 0 0 0
i@ 0 0 0 1 0
Huau 0 0 0 0 2
Holvw 0 1 0 0 0
14 0 2 0 0 0
Yy 0 1 1 1 1
yais 0 1 0 0 0
SERRT 0 1 0 0 0




Table E.2 (continued)

keyword

D1

it
UNUN
an
anLan

RN

g1nIu

PUNINUL

gATITY

4
gNBAaNS
LE
37U59U
SR P TRRLT]

] A
PRI
sva
594

59951




Table E.2 (continued)

&4

keyword D1 D2 D3 D4 D5
501 0 0 1 0 0
soU3 0 1 0 0 0
52AN 0 1 0 0 0
52U 2 2 7 6 41
52U 3 4 5 5 0
selloy 1 0 0 1 1
520y 0 1 0 0 0
FEHIN 0 0 0 0 2
N 2 0 0 1 0
NNV 0 0 0 3 0
33 0 2 0 0 5
U 4 0 15 10 5
JUT04 0 0 0 0 3
31978 0 0 0 1 0
5% 0 0 0 0 1
510 0 0 0 1 0
EMIINEEE! 0 0 0 2 2
51050 6 4 1 0 1
51018 0 1 0 0 0
519921000 3 21 1 1 1
5197991 90 0 1 1 2
U 0 1 0 0 0
guny 0 1 0 0 0
5 2 0 0 0 8



Table E.2 (continued)

D2

keyword D1
silone 1
pRLISTST 0
15959 1
157 0
LT 0
=
N 0
=
iTou 100
= Y
iSeU508 0
99 14

= =
aanseuiseu 1
an 4
a4 0
ANHUE 0
a 1
AN 1
ann 1
a a Qo,
AUAND 0
QU 0
2
QM 0
G 0
Aa o 4
Tanaia 0
Aa A 4

Tavaand 0
%. 0
INUTITTY 0

[

9 4

19

81




Table E.2 (continued)

keyword D1 D2 D4 D5
u 0 0 0 2
Sl 0 0 0 4
Ll 0 0 0 2
NAW 0 0 12 0
eRELaF 0 2 0 0
eI e A 0 0 0 0
28 0 39 7 4
1300 0 1 0 0
2% 1 0 0 3
1M 11 43 1 1
AW 44 0 1 0
Men 0 0 0 5
MY 0 0 4 0
Ineinug 37 0 0 1
Inenmaas 0 3 1 5
503 1 0 0 0
e 0 0 0 1
nan 0 0 6 2
ATUATUNT 0 0 0 1
AnenIn 0 1 0 1
A5 0 0 0 20
AN 0 0 0 7
AU 0 0 0 5
a1l 0 0 0 2
Aadmani 0 0 0 1




Table E.2 (continued)

&7

keyword D1 D2 D3 D4 D5
Anwn 23 0 8 7 46
GEROD 0 3 0 0 0
G 1 0 0 0 0
an. 0 3 0 0 0
G 1 0 0 1 4
quasy 0 2 0 0 1
A 0 0 0 2 0
ADIUNN 3 0 0 0 0
aou 0 0 0 0 2
ann 0 0 1 0 0
GATN) 0 2 0 0 0
GATLINT 0 6 0 1 2
a 0 0 0 2 0
AN 1 0 0 0 0
e 0 0 0 2 0
qUAD 0 0 0 0 1
quny 0 0 0 1 0
auyysel 2 0 0 0 4
GETGR 0 1 0 0 0
aing 5 4 3 0 1
ERN 0 10 0 0 4
a3, 0 1 0 0 0
qINY. 0 3 0 0 0
TIu 8 2 1 4 6




Table E.2 (continued)

keyword

1 (3

AU
AIUTIN
aIaaMs
aaa.
A0ANADY
qou
doU
q2AIN
deau
Fanu

fanueaas

e

o3
Fuwus
quNUN
ana
RGN
ANFITUYY
LRIVRER
T
a1
TTUTI

aIsaung

f

=
3¢ 2°

f

AN




Table E.2 (continued)

&9

keyword D1 D2 D3 D4 D5
dinnuddaanszning 0 1 0 0 0
FSamsanm 8 0 0 0 0
MIANHN 21 10 1 0 1
Faunadou 0 0 0 0 1
ans 1 0 0 0 0
ansing 0 65 0 0 0
Funldos 0 0 0 0 2
qudau 0 0 0 0 1
o 1 0 2 0 0
qUNN 0 1 0 0 0
q 22 57 1 0 1
g9 0 1 0 0 1
qaga 0 0 0 1 0
DUTNIN 0 1 0 0 0
LEUD 3 67 0 0 1
suaia 0 1 0 0 0
TRk 0 0 0 2 0
e 1 0 0 0 0
HEIN 0 0 0 0 1
nuaena 3 0 0 0 0
N8 62 55 1 1 1
N 1 0 0 0 0
Wiiade 4 1 0 0 10
AL GEIERR 1 0 1 0 0
Wik 0 2 0 0 0




Table E.2 (continued)

keyword

D1

D5

Wa
Wan

Wann1s

Rl

A
1130
137

2
Mauu

A

11120
HHIHIR
H1ag
Tvian
13
1un

4
0499

4
24N

o
09ANI

4

UATIZNH
GITEIE

o d
oUSNY

10




Table E.2 (continued)

91

keyword D1 D2 D3 D4 D5
U 0 4 0 2 1
990 11 7 1 1 1
9951 2 11 0 1 1
GANGE 0 1 0 0 0
919158 2 0 0 10 9
91Mng 0 0 0 2 0
a1y la 0 1 0 0 0
DINT 0 0 0 0 1
DIMITIN 0 0 0 0 1
GLEE 0 0 0 0 12
on 0 0 0 1 0
u 0 1 0 2 0
o9 0 0 0 0 1
AN YU 0 1 0 4 0
Qﬁﬁ‘ﬁﬂﬂi‘ﬁ\l 0 1 0 0 0
ONYU 5 40 1 0 0
1ONA1S 3 21 1 1 1
9o 0 1 0 0 0
Tomd 0 1 0 0 1
Tou 5 0 0 0 0
uaithvang 1 1 1 1 1
gulvi 0 19 0 0 0
HHAINY 0 2 0 1 1
LUININ 3 42 1 1 0
nangu 0 0 4 8 1




Table E.2 (continued)

keyword D1 D2 D4 D5
Funval 1 0 0 0
Fufa 0 20 0 0
FUNTY 1 0 0 0
LTS 1 0 0 0
ERERNIETAY 9 0 0 1
TRV 2 1 0 0
sz 0 0 0 4
Y
Herou 2 1 0 3
mMsdisa 8 0 0 1
ASNEIENIN 3 0 11 0
douianug 9 | 0 29
v =K G
unanyS e 7 0 6 0
HeOUHIU 1 1 0 2
AUMIANTN 5 0 0 2
[+] d’
i394 11 1 2 5
wilidod Ay 2 2 0 0
NMIANYI 2 1 0 1
GEGGITR 1 0 0 0
o ¥ Y 9
M3 oupoy IR oIa01 2 0 0 0
Hiuan 2 0 0 0
iHiu-an 2 0 0 0
sz iminAnu 1 1 0 1
<3
91 1 0 1 0
Jugane 2 0 0 0
VDDA 1 0 2 10




Table E.2 (continued)

93

keyword D1 D2 D3 D4 D5
Yo o =
A 59N IANYI 7 0 0 0 1

=
Mamsanyi1lany 1 0 1 0 2
= Y

NMANIANYIAY 1 0 1 0 2
wangasNeIamans 5 0 | 0 0
FEAUMIANE 5 0 4 0 7
a 4
Aallenans 2 0 3 0 1
219191 9 5 25 0 10
MBIUFIND - 0 2 0 1
e Tous1eI 0 0 0 1 0
= v Aawv | "
AN Ivegu N 1 1 0 0 1
NUITBFIIING 0 13 0 0 0
e ITentiuauysol 0 1 0 0 1
pUsUF RIS 0 4 0 1 0
T5UnTUTLVVUTHITNUIVOUHIFIA 0 2 0 0 0
IATUNUI 0 3 1 1 1
IHUONAIIUINY 0 4 0 0 6
AFITUFY 0 3 0 0 0
L RER RGN 2 1 0 3 0
vosssumIaveluuyyd 0 5 0 0 0
Fornua 0 10 0 0 |
AUUUNINTTY 1 11 1 0 1
awv o
9 lunywd 0 7 0 0 0
Saanyal 0 2 0 0 0
A 0 2 0 0 1
Wb 0 2 0 0 0




Table E.2 (continued)

94

keyword Dl D2 D3 D4 D5
INIAFI518 1 1 1 1 1
nuaiuayuvlsznm 0 6 0 0 0
WUIPNUNYUDN 0 2 0 3 0
1850 0 5 3 23 1
Y Y A a
DIHUNDITHIS 17 5 5 0 5
SUANAS 0 0 1 0 0
aazans 0 3 2 0 0
9 =X
ANE 2 0 5 0 0
NIMedevan 8 5 11 7 4
SuiinAa 2 0 16 0 1
F2UUNAN 0 0 3 0 0
MBITUTEUMTANEN 5 0 4 2 1
nlszime 1 0 2 0 1
Bld' I =
AN uinfny 0 0 5 0 0

[} 9 =K

ABUANE 0 0 3 0 1
Aauladhdnu 0 0 9 0 5
TLUVUIMTYAMINTHUIAT B BB UMD 3 Tin 0 0 0 1 0
MsMnUnalna 0 0 0 2 0
QUAITUTDY 0 0 0 7 2
= a
AUEY 0 0 0 1 0
anlszruvouderenall 0 0 0 1 0
9NTINADULNY 0 0 0 10 0
RUANUIRY 0 1 0 3 2
ANT NIl 0 2 0 1 4
NUsNIA 0 1 0 1 0




Table E.2 (continued)

95

keyword Dl D2 D3 D4 D5
AT WNU 0 0 0 1 0
MIFINS 1 7 0 1 3
99NYoE0L 0 0 0 2 0
A5V e A 0 0 0 3 2
wilnauaeliansInam 0 0 0 1 0
”aﬁgﬂwﬁwﬁmm 0 0 0 1 0
VI 1 0 2 1 0
Aiansihdny 2 0 0 0 1
uuufmiesvensvgiiuuumsiud 0 0 0 0 2
TIN5 0 0 0 1 2
yilaw 0 2 0 1 2
191U 0 2 0 0 1
NAN13 298 0 7 0 0 0
ngIeie 3 0 0 0 1
sEAUtUNAANYN 1 0 9 0 9
szaulfsganIn 1 0 9 0 9
9 149 78 1 1 1
sUuumsiui 0 1 0 0 1
aevilszuraniug 2 0 0 0 1
NUAUUTYUMIIIY 0 1 0 1 2
NUMTANY 0 0 0 0 1
go1uIeuaIEU Ins- asou 0 1 0 0 1
o115 nE 8 0 0 8 2
Amnugua 1 0 1 5 1
dndseainuiugnadnun 1 0 2 1 19




Table E.2 (continued)

96

keyword D1 D2 D3 D4 D5
fauaen 0 0 0 0 6
mMsany1 laeddase 0 0 0 0 12
a3 finus 1 0 0 0 12
szuusuasalszme 1 0 2 0 0
CRLEY 6 4 5 0 0
REGEAGLIT 0 0 5 0 1
RT3 0 0 1 0 0
Fs3oaiiu 0 0 0 1 0
913 ENIAY 0 0 0 2 3
Mdou 0 0 0 5 0
saseniAuEy 0 0 0 1 0
ludinRuadiagans
. 0 0 0 7 0
MSNE NIV
STHERL 0 0 0 7 9
MU UL 0 0 0 1 0
i 0 0 0 1 1
YANANYUON 0 1 0 1 3
Quilsziuveudoenalil 0 0 0 1 0
MSTeUNTHOU 1 1 1 1 0
isdodueey 0 0 0 0 2
yeUAYANT 0 0 0 0 2
MIEIENIGNE 0 5 1 0 2
RUYANYUNIIVY 0 5 0 0 3
HHAINUNBUDN 0 9 0 1 0
MeuTou 3 0 0 1 0




Table E.2 (continued)

IA30918N15300
nauilseme
Uszyguduuin
42 o oae
NAEiNIY
FEANTNOI
MUUANANIG
MUY

Len
MAiianauLY
A31MBISUTHEY
nseau
duauanysal
FuNu
ulszanamuau
Wenamand
Uszurannng
YODYYIN

RV GG
deauly

VAT

Aaon
RUd1599919
fiog

TAsamMseusy

DI D2
0 5
0 4
0 3
0 3
0 1
0 1
0 2
0 4
0 14
0 4
2 0
0 13
0 0
0 5
0 2
5 0
2 0
2 0
1 0
0 3
0 0
12 3
0 0
0 0
0 32




Table E.2 (continued)

keyword D1 D2 D3 D4 D5
TANTUAT 0 21 0 0 0
[y A
nindaumalyan 0 2 0 0 0
A k)
auau 5 8 0 0 0
UYINMIYAAINT 0 0 0 1 0
A 1 Aa s @
A3 DVILDUIND SN 1 0 0 1 0
Ldnﬁ’uyjtﬁ 0 0 0 0 1

Y Y a

mInuAdaTY 0 0 0 0 1
[ 4
Fglseenaumans I 0 1 0 1
9 19 5 1 1 0
1131978 0 0 0 1 0
Wieunelu 0 2 0 0 0
MATYIIMONTU 5 5 0 0 5
NUWNUMATY 3 17 0 0 0
NUBHUAD 0 0 1 0 1
NN FININ 2 7 1 0 0
iITOUND 0 0 1 0 1
Sld'd v Aa Q‘{
ANIUGUaANS 3 0 1 0 1
Tawalszana 1 0 1 0 0
nfuauysol 0 1 0 0 1
31897UIY 0 1 0 0 1
aanzlen 92 0 1 1 1
YoNU 0 1 0 0 0
mMailsza 0 2 0 0 0
MATY 7 26 0 0 0
FomAuRu 0 0 0 2 0




Table E.2 (continued)
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keyword D1 D2 D3 D4 D5
N5i5eU 1 13 1 1 0
GRESTELE 0 0 0 2 1
Tanug 3 27 0 0 1
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